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Abstract
Privacy preserving in data mining plays a vital role in assuring that one or more user enters into the system with high privacy. Many times attributes in a dataset are correlated with each other, therefore chances of data leakage are more. So issues regarding privacy have occurred. In this paper, privacy has been provided to correlated dataset in which user fires a query to get the output. In general, attributes in a dataset are sampled independently. However, In real-world, attributes in a dataset are rarely independent. If one attribute is dependent on another, then it leads to privacy violation. The solution to this problem is to provide privacy using correlated tree distribution approach in which query gets scrutinized to get proper attributes from the dataset. Different steps are applied like K-Means Clustering algorithm, Correlation Computation and Tree Creation. If-Then Rules are used to set ranges in order to display only the data needed by the user, hiding other sensitive information from the user. Access control policies are provided in order to protect information. Many existing systems have a drawback in which the major drawback is that all have huge time complexity. In tree distribution approach, the drawback has been overcome by strictly focusing on finding correlation amongst data. To enhance the privacy in Non-IID (Independent and Identically Distributed) datasets, proposed system uses tree based traversing technique for maintaining a strict access control over the attributes. The main aim of the system is to provide privacy when user searches for the data globally.

Keywords: Ontology, Person correlation, K-Means clustering, Correlation tree, Cosine similarity, Fuzzy Logic.

Introduction
In general, records in a dataset are worked independently, but if considered as per the depth of a particular dataset, it seems that data in the dataset are dependent on each other. In this case, particular user fires a query on a dataset expecting the output as per query, but if data is dependent on any sensitive attribute, then it leads to leakage of the particular information. It is necessary to find out correlated attributes so that privacy can be applied to particular attributes. There are different kinds of queries user can design to get data, so careful examination of query in detail is necessary. In many existing system, access control policies are not provided which again leads to privacy issue.

Knowledge discovery [1] in databases refers to extracting knowledge from data in the context of large databases. For this, various data mining tasks such as artificial intelligence, machine learning, statistics and many other techniques are used. Data mining is used to find patterns and relationships in the data. Privacy preserving in Data Mining is the study of achieving some data mining goals without sacrificing the privacy of individuals. Privacy preserving in distributed data has various applications. Each application has different
conditions: What is meant by privacy? What are the desired results? how is the data correlated and distributed with each other? What is the highest distribution factor in dataset? etc. Data mining can extract knowledge from large data collections, sometimes these collections are divided among various parties. Privacy may prevent the parties from directly sharing the data and some types of information about the data. This paper presents some mechanism and shows how they can be used to solve several privacy-preserving data mining problems.

Correlated Iteration Mechanism is used for finding correlation between attributes. However, this mechanism takes more time to compute correlation factor. It also considers non-correlated attributes which are not necessary because privacy has been given to only correlated data and it also leads to space complexity problem. Access control policies are also poor. In some system there may also exist a mismatch between the estimated prior statistics and the true prior statistics, due to a small number of observable samples. The proposed system aims to find strict correlation amongst attributes in the datasets in which important data can be protected.

The remaining section of this paper is organized as follows: Section II includes related work. Section III includes Proposed Methodology. Section IV includes Results and discussions and Section V includes conclusion and future scope.

Related work
Lichun Li, Rongxing Lu, Kim-Kwang Raymond Choo, Anwitaman Datta, and Jun Shao [2] have proposed a privacy-preserving outsourced frequent itemset mining solution for vertically partitioned databases. This allows the data owners to outsource mining task on their joint data in a privacy-preserving manner. Based on this solution, they built a privacy-preserving outsourced association rule mining solution for vertically partitioned databases. They provide solutions to protect data owner’s raw data from other data owners and the cloud. Also ensure the privacy of the mining results from the cloud.

Tianqing Zhu, Ping Xiong, Gang Li [3] have proposed Correlated Iteration mechanism to answer large number of queries, which proposed a correlated data privacy for hiding information in NON-IID dataset. It successfully prevents the utility and enhances privacy guarantee while preserving privacy. It saves the privacy budget and decreases the noise for each query. Records in the datasets are often correlated with each other, and this may reveal extra information.

Yilin Shen and Hongxia Jin [4] have proposed relaxed admissible mechanism to achieve recommendation accuracy and privacy preservation. With the help of this mechanism two contradictory goals they met i.e. recommendation accuracy and privacy preservation. User’s private data is required which put users at risk. User’s perturbed data can be used in existing recommender system in order maintain privacy. Relaxed admissible mechanism is used to achieve feasible and useful perturbations. It benefits companies with high quality personalized services and strong privacy protection on perturbed data.

Anil Pratap Singh and Abhishek Mathur [5] have proposed Chaotic system based data perturbation technique with multilevel trust. It is relatively very difficult to crack the privacy of the original data offered by the proposed method when compared with random perturbation based techniques especially when the number of published perturbed copies of same trust level increases. Chaotic system generates highly unpredictable noise; it contains a couple of differential equations and need to be solved for each point of the required number of solution points. The solution of these equations may be time consuming.

Pui K. Fong and Jens H. Weber-Jahnke, [6] have proposed a approach called new privacy preserving approach via dataset complementation. It provides private information from the samples while keeping their utility. This approach converts the sample data sets into some unreal data sets so that any original data set is not reconstructed if a theft were to steal some of the contents. If training data sets are revealed, privacy preservation via data set complementation will not work. To overcome this limitation, a cryptographic privacy in preserving approach along with data set complementation can be used.

Haibat Jadhav, Prof. Pankaj Chandre [7] have proposed one of the significant and popular data mining process is association rule mining which is used to find frequent patterns in the given dataset in which the apriori algorithm are the most common for mining frequent item set. This paper explored DES algorithm at client side for generating the secret key to encrypt the items of the support table. Apriori algorithm is used at server side for getting transaction data from the client side by applying threshold or sigma value to filter out the item set whose frequency is less than sigma value. The main focus of this paper is to achieve more security of the client side.

Julius Adebayo, Lalana Kagal [8] have proposed a transformation procedure for large scale individual level data that produces output data in which no linear combinations of the resulting attributes can yield the original sensitive attributes from the transformed data.
Iyer Chandrasekharan, P.K. Baruah Prashanti Nilayam [9] have proposed a novel hybrid method to achieve k-support anonymity based on statistical observations on the datasets.

Proposed Method
The overall technique works as follows: First, user enters their requirement for the data in relational database as a query. Next, data mining tasks are performed such as stemming and stop word removal. Using Noun detection algorithm, noun words and top words are identified. In ontology, hierarchical structure of parent and child keyword is created. Next, ontology reads complete dataset and clusters are formed using K-means clustering algorithm. After formation of clusters, Pearson coefficient is calculated using Pearson correlation algorithm. Based on these Pearson values, a tree is created using preorder tree traversal. Using cosine similarity, node clusters are formed. In the fuzzy logic, If-then rule is applied for all values and classification is done. In the Key management, privacy is applied and information is displayed based on the user requirement.

1) Preprocessing
User enters their requirement for the data in relational database as a query and then query is passed to the preprocessing. In the preprocessing, stop words are removed and stemming is done. Preprocessing is done on query given as input in which special symbols (.,;”) are removed. Stop words (is, are, was, were, it, but) are removed. Stemming is used to get proper word without any ‘ing’, ‘ly’, ‘ed’. Output is a set of preprocessed data attributes.

2) Feature Extraction
In the Feature Extraction technique, new feature is obtained from the original features using various statistical techniques. This system makes use of two different features, which is extracted from query entered by the user.

Noun detection
Noun extraction from the entered query plays a vital role in identification of the perception of the query. This is done by comparing each word of the query with the dictionary collected for almost 1,000,000 words of English language.

Term Weight Identification
The most repetitive words in text are most important words. So the system will identify the list of most repeated words and will consider some top n elements (where n is user defined) as the important words for text to store in vector.

Input to this step is preprocessed query. Output is an extracted feature. Features get extracted in which occurrence of attributes get calculated. Also pronoun from query gets extracted.

3) Ontology Reasoning
In the Ontology Reasoning, yielded independent queries are very much linked with the mother queries. Ontology first reads hierarchy, then it decides relations, then it identifies master keywords and finally stores those words in keyword vector.

Attribute Identification
Dataset attributes are identified for the query entered by the user using first part of the ontology reasoning.

Figure 1: Overview of the proposed work
Figure 1 shows the framework for access control mechanism over the relational database. Let ‘S’ be the system for privacy preserving for NON-IID dataset which contains input(I) as query from user. Output (O) will be the result data with privacy. Let \( T_0 \) be the data set, \( Q \) be the set of query keywords on the basis of users query. The correlation factor is being calculated in the datasets in which numbers of records are considered as \( x_1, x_2, ..., x_n \) which belongs to \( T_0 \). Privacy can be preserved on the basis of the kind of query user is firing. So, \( Q \) is considered set of query keywords which are related to sensitive information present in the dataset. Different processes are used to find the strict correlation factor.
This process is done by matching the dataset attribute with attribute names.

**Cluster computation**
Identified attributes are set for clustering using K-means clustering process. K-means clustering is one of the unsupervised computational methods used to group similar objects into smaller partitions called clusters.

**Correlation Identification**
In this step, clusters are formed based on the attributes obtained from the attribute identification step using K-means algorithm. These clusters are used to calculate correlation between the attributes by the means of Pearson correlation technique. This can be shown as follows.

\[
 r = \frac{N \sum xy - (\sum x)(\sum y)}{\sqrt{(N \sum x^2 - (\sum x)^2)(N \sum y^2 - (\sum y)^2)}}
\]

- N = number of pairs of data
- \(\sum xy\) = sum of the product of paired data
- \(\sum x\) = sum of x data
- \(\sum y\) = sum of y data
- \(\sum x^2\) = sum of squared x data
- \(\sum y^2\) = sum of squared y data

**Algorithm : Pearson Correlation**
//Input: Two parameter matrix of N rows and 2 columns and Let matrix be M
//Output: Pearson factor (i.e. in between 0 to 1)
1: Calculate sum of square of column 1 as SS1
2: Calculate sum of square of column 2 as SS2
3: Calculate square of mean of column 1 as m1
4: Calculate square of mean of column 2 as m2
5: Calculate square root of SS1-m1 as SQ1
6: Calculate square root of SS2-m2 as SQ2
7: Calculate denominator as DR as SQ1 * SQ2
8: Calculate sum of column 1 as sum1
9: Calculate sum of column 2 as sum2
10: Calculate product of sum1 and sum2 as TP
11: Calculate Mean product as MP as TP/N
12: Calculate sum of product of all rows as PS
13: Calculate nominator as NR as MP*PS
14: Calculate pearson coefficient as NR/DR
15: return pearson coefficient

**Correlation tree**
Clusters and Pearson coefficients are presented in table format. Tree is created using pre-order tree traversal based on the following algorithm.

**Cosine Similarity**
Cosine similarity metric is frequently used when trying to determine similarity between two entities. In this similarity metric, the attributes (or words, in the case of the entities) are used as a vector to find the normalized dot product of the two entities. By determining the cosine similarity, node clusters are formed. Cosine similarity is expressed using the following mathematical equation:

\[
 \text{similarity}(x, y) = \cos(\theta) = \frac{x \cdot y}{||x|| \ast ||y||}
\]

**4) Fuzzy Logic**
The Fuzzy Logic involves the following steps:

**Fuzzifier**
In the fuzzifier, crisp inputs are taken, which are result of the performance parameter and after fuzzification, the inference engine was referred to the rule base containing fuzzy IF-THEN rules.

**If-Then Rule**
In this step, we consider the final performance score obtained from fuzzifier. In inference engine, the most important part is the definition of fuzzy IF-THEN rules. The essential parameters are extracted from these rules according to database performance criteria.

Fuzzy logic on this are used to classify and extract the cluster data having correlation in the following steps:

- a) First collect all leaf nodes of the tree in a set. Then S = { {h,0.2}, {i,0.26}, {j,0.29}, {k,0.32}, {l,0.4}, {m,0.43}, {n,0.46}, {k,0.6} }
- b) Sort all the subset elements in descending order where higher cosine similarity elements were in the higher priority.
- c) System records the lower and upper similarity elements, like low=0.2 and high=0.6
d) Fuzzy crisp values are created based on the following criteria as shown below:

  VERY LOW - 0.2 to 0.28  
  LOW - 0.29 to 0.36  
  MEDIUM - 0.37 to 0.44  
  HIGH - 0.45 to 0.52  
  VERY HIGH - 0.53 to 0.6

e) By traversing all nodes, every node’s fuzzy range is recorded like {h,0.2,VERY LOW}, {a,0.4, MEDIUM} in the fuzzification process.

5) Key Management
Query for each keyword stored in the keyword vector is executed. Then results of each keyword are merged to get final result. The final answer is obtained by filtering the merged result and each user is assigned different access control based on their profiles. By applying IF-then rules for all the fuzzy ranges and then privacy was applied according to that on the data.

Results and Discussion
Experimental evaluation is carried on system of privacy preservation on non IID dataset which is developed with the approach of tree pattern analysis. Proposed system is developed on java based windows machines which uses Netbeans as IDE. System is put under hammer for crucial testing for its authenticity as mentioned in below tests.
For testing the performance of proposed system; Precision, Recall, F-measure are computed.

Table 1: Precision, Recall, F-Measure of Correlated tree distribution approach and Association rule mining approach using Adult dataset for three attributes.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTDA(Proposed)</td>
<td>60%</td>
<td>100%</td>
<td>75%</td>
</tr>
<tr>
<td>ARMA(Existing)</td>
<td>33%</td>
<td>100%</td>
<td>49.62%</td>
</tr>
</tbody>
</table>

Table 2: Precision, Recall, F-Measure of Correlated tree distribution approach and Association rule mining approach using Adult dataset for four attributes.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTDA(Proposed)</td>
<td>68.47%</td>
<td>100%</td>
<td>81.28%</td>
</tr>
<tr>
<td>ARMA(Existing)</td>
<td>47.24%</td>
<td>100%</td>
<td>64.16%</td>
</tr>
</tbody>
</table>

Table 3: Precision, Recall, F-Measure of Correlated tree distribution approach and Association rule mining approach using Adult dataset for five attributes.

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTDA(Proposed)</td>
<td>85.56%</td>
<td>100%</td>
<td>92.21%</td>
</tr>
<tr>
<td>ARMA(Existing)</td>
<td>79.96%</td>
<td>100%</td>
<td>89.26%</td>
</tr>
</tbody>
</table>

The Privacy Preserving using Tree Distribution Approach system gives privacy to dataset as how sensitive information a user ask to system. The main aim of the PPTDA system is to find the correlated information. On providing access control mechanism user will get output. The Privacy Preserving using Tree Distribution Approach system is compared with Association Rule Mining Approach. In PPTDA system ‘Adult’ dataset is used for computation.

The ARMA system [2] implements privacy preserving using association rule mining and frequent item set mining gives the precision 33%, recall 100% and F-measure 49.62%.

The privacy preserving using tree distribution approach system gives better results than the association rule mining approach such as precision 42%, recall 100%, F-measure 59.15% as shown in Figure 2.
Likewise different identified attributes are considered i.e. as shown in the figure 3. The privacy preserving for four attributes is shown.

The privacy preserving for five attributes is shown in figure 4.

Conclusion
This system gives comprehensive and general approach named correlated tree based approach for discovering informative knowledge in complex dataset for any kind of data mining applications. In proposed method, Access control policies are provided which is not provided in the existing system. In Privacy preserving tree distribution approach (PPTDA) system, privacy has been given to identify attributes based on the correlation amongst them, but in the ARMA system [2] the attributes are scrutinized using frequent itemset mining wherein only identified attributes gets privacy. The main aim of PPTDA (proposed system) is to find the Correlated information and provide privacy. Also different mechanisms as well as algorithms have been proposed which show how the sensitive information can be protected. The system is evaluated with the help of Precision, Recall and F-Measure.

In future, more work is needed concerning improvement in privacy. It can be applied for new applications. Although the techniques and algorithms used for preserving privacy are advancing fast, however, a lot of problems in this field of study remain unsolved. System can be enhanced to work on heterogeneous dataset.
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