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Abstract

In many fields, there exist various crucial applications that can be handled as maximum flow problems. Examples are: electrical power, airline scheduling, communication networks, computer sciences, etc. This clarifies why various researchers have handled them (which are NP optimization problems and a type of network optimization problems) with the utilization of various approaches. The paper explores this as we tackled it by the utilization of two approaches dealing with different instances from various domains. Furthermore, the approaches based on the network flow are addressed. Additionally, the latest applications of the most well-known as well as the recent approaches tackling this crucial optimization problem are detailed. Further, the approaches for dealing with other optimization problems based on the maximum flow as well as the most recent real-world applications are highlighted.
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1. INTRODUCTION

Nowadays, the quality of the private and public infrastructure has turned out to be so significant. In numerous nations, some or all the transportation, water, energy, and telecommunications networks do not suit their given tasks. Subsequently, these infrastructure networks have been investigated from different perspectives [1].

In the daily life, numerous various sorts of networks are encountered such as transportation, telecommunications, water, and electricity networks. These are briefly addressed below.

The transportation networks are viewed as one of the most crucial infrastructure systems. Their significant aspects include network design (such as adding extra roads to a highway network), traffic prediction (predicting the traffic levels on the road network), and real-time traffic control (providing real-time information for the vehicles moving through a transportation network) [1]. Inaccurate design for these networks raises noise, pollution, etc. resulting in vehicular traffic existing in the daily life in almost all towns worldwide.

Path direction and traffic control are optimization problems by their nature since the aim is to use the available road network in such a way that the throughput is maximized or the overall network load is minimized [2]. This highlights the significance of studying the optimization in networks through which a large number of real-world networks applications can be tackled.

The telecommunication networks also are considered as one of the most evident infrastructure systems. Their crucial problems are flow control (the management of demands through rejecting or accepting message routing demands) and routing (discovering the ideal routing pattern for currently active message requests) [1].

Electricity networks include crucial infrastructure decision problems. These are estimating the electrical power and emphasizing that the electrical distribution network fulfills the expected requests appropriately.

Water resource networks have numerous related crucial infrastructure networks such as sewer pipelines, water pipelines, and irrigation systems [1]. Water transportation problems refer to where water flows through pipes or their substitutes. Distributing the water raises problems such as its bad distribution, which will make the water move extra distances to reach the required destination [3].

A water distribution network is a group of numerous parts like pumps, reservoirs, pipes, and valves that are linked to supply the water to customers. The interconnecting pipes represent the significant portion of the capital expense. The ideal design of this system is to define the ideal configuration for the pipe sizes, which provide the lowest expense for the particular design of the network with the end goal that the restrictions on water amounts and pressures at the customers’ nodes are satisfied [4].

The distribution network operation and planning face huge difficulties in providing a steady, and secure service in the presence of a significant rate of uncertainty in the network conduct. Meanwhile, they additionally advantage from the progressions of futurity and present distribution networks concerning the availability of expanded assets, and diverseness and flexibility of the distribution networks [5]. These challenges include how to adapt to these changes, coordinate an optimization procedure in a problem-solving system to proficiently seek the ideal methodology, and how to enhance the utilization of the resources appropriately so as to accomplish cost-effective operations and offer services' quality as needed [1], [5].

We focus on the flow optimization in this paper. More particularly, the maximum flow problem is addressed. Besides, the algorithms based on the flow in networks are highlighted.
The remainder of this work is as per the following. The maximum flow problem is introduced in the second section. The third section addresses the approaches for dealing with other optimization problems based on the maximum flow. Section 4 demonstrates the flow-based algorithms. The fifth section addresses the most common approaches for handling the maximum flow problem. The sixth section details the carried out experiments. Section 7 discusses the obtained results. The last section addresses the conclusions, and also the future work.

2. THE MAXIMUM FLOW PROBLEM

In the daily life, there are numerous crucial problems that can be modeled as flow networks such as the flow of information through communication networks, current through electrical networks, liquids through pipes, calls in a communication network for particular services, parts through assembly lines [6]-[7], and it also emerges in process scheduling when allotting resources to processes in heterogeneous computing [8]. Weighted directed connected graphs (a weighted directed connected graph is known as a network if the weight of each arc is a non-negative value [9]) are usually utilized to represent these networks that model systems in which a material is created at the starting node (the one and only one that does not have entering edges and it is known also as the source), moves through the system, and at the target node (the one and only one that does not have leaving edges and it is also known as the sink) no longer exists [6]. Every edge has a capacity that is not negative and accepts the one whose quantity must not exceed its capacity. The flow of a flow network is a valued procedure [10] defined on the links of the graph, i.e., assigning real numbers (non-negative) to the arcs fulfilling the following 2 conditions:

1. The flow on every arc must not surpass its capacity and is non-negative [9]. This is known as arc condition or capacity constraint as in Equation 1.

\[
0 \leq f_{ij} \leq c_{ij}
\]  

(1)

where \( f_{ij} \) is the flow and \( c_{ij} \) is the capacity

2. The incoming flow must equal the outgoing one at every node [9]. This is known as the flow constraint.

The maximum flow is the maximum incoming flow value to the sink node. According to the previous constraints, the overall flow to the sink node can be maximized. The following diagram depicts an instance of a flow network.

![Fig. 1. An instance of flow networks [10].](image)

Getting the maximum flow of such a material in a flow network without breaking the restrictions of the capacity (non-negative integer associated with every edge indicating the maximum allowed amount of such a material which can be sent through this edge and is also known as the weight of this edge) is known as the maximum flow problem [6]. It is the problem of finding how much material can be transported between two locations through limited capacity ways, i.e., getting the uttermost overall flow from the source to the target in a directed weighted graph [10]-[11]. It is one of the classic combinatorial optimization problems, and numerous optimization problems can be reduced to it. It can be considered as a particular instance of network flow issues having increased difficulty like the circulation issue [9], [12].

It has been investigated by numerous researchers from experimental and theoretical perspectives utilizing various techniques since it models various important applications and is encountered in numerous crucial applications [10], [13]-[14] such as designing the transportation paths (deciding on the maximum number of travelers who can be moved between two stations per day, people in a public transportation system, traffic on roads [9]-[10], and other transportation networks as rail, and highway ones), shipping industry (organizations have to keep particular quantities of stocks in various warehouses and from the producer to the customers [9], [15]), distributing water to towns (deciding on how much fluids within pipes) [7], traffic in computer and telephone networks [6], and its applications in other numerous fields such as logistics, computer science, bioinformatics, security, engineering, operations research, biological and logistic networks, and the allotment of hardware resources [8], [11]-[13]. In addition, it has numerous interesting special cases such as the bipartite graphs, which in turn model numerous natural flow problems [14].

To give an illustration, given the one-way roads connecting different towns and the greatest quantity of lorries that can be driven along every road, a factory wants to transport its products to the distribution center in another town. This factory must know the maximum number of these cars, which can be sent to that center [16]. One more illustration: a railway network connecting 2 towns through intermediate towns. In which, every connection holds a digit symbolizing its capacity. The aim is to get the maximum flow from a particular town to another [12].

It is a main problem in graph approaches and optimization [13]. It is classified among quite known fundamental issues for combinatorial optimization in directed weighted graphs [10]. As an optimization problem, it involves discovering the largest possible flow through a flow network having one starting node and one end node [16]. It is an NP-hard problem and also one of the most well-known optimization problems in networks (network analysis is crucial in numerous fields such as geographical information systems (GIS)) [6]-[7], [11], [16]. This highlights the significance of the optimization & their algorithms that can handle such a problem and other optimization applications as most real-life problems are about maximizing or minimizing some measure to optimize some...
outcome [18]. Examples are: industry (electric power, airlines, engineering, trucking, mechanics, oil), economics (production, investments, purchasing, distribution), agriculture (distribution, human resources), transportation (goods delivery), and algorithms [16], [19].

3. TACKLING OPTIMIZATION PROBLEMS BASED ON THE MAXIMUM FLOW

Lately, new approaches for dealing with other optimization problems based on the maximum flow have been advanced. For instance, the work of Altiparmak and Tosun [20] proposed the use of maximum flow approaches for retrieving the replicated data from numerous disks in order to ensure the minimum time for retrieving the replicated data in the heterogeneous architectures, which is an essential problem for heterogeneous storage.

One more example is crafted by Mulajkar et al. [21] who executed a maximum flow based approach for mining association rules for heterogeneous parallel disk and distributed architecture in order to get the optimal retrieval time.

Additionally, Peng et al. [22] executed the utilization of the maximum flow theory for assessing the network performance, i.e., they conceived and transformed the performance analysis of 2 sorts of typical architectures of data center networks into the maximum-flow problem. They obtained the critical edges for every architecture with the utilization of the minimal cut sets and the maximum flow [22]. A typical data center is composed of hundreds of servers linked by an immense network and usually administrated by a single operator. It gives cost-efficient and flexible access to scalable storage and computing assets necessitated for the current cloud computing requirements. In order to enhance the performance, and get good quality access to a miscellany of applications and services given by a data center, it is essential to utilize it efficiently [23]. This should be evaluated enough.

In addition, Kumar et al. [24] represented the human brain as a flow network of vertices sending bits of information to one another for the purpose of evaluating the functional brain connectivity, which is utilized for forecasting the individual dissimilarities in conduct.

Besides, by building a directed graph, Ren et al. [25] turned the topology reconfiguration in reconfigurable structures into a maximum flow problem to get the solution with the utilization of a maximum flow approach. Their proposed work greatly enhanced the mend ratio of defective processing components as well as obtained a polynomial reconfiguration time. This is achieved via enhancing the utilization of spare processing components with the least effects on the space, the retard, and the throughput.

4. FLOW-BASED ALGORITHMS

Lately, a variety of flow-based algorithms have been introduced to tackle various problems in numerous fields as addressed below.

Lamghari et al. [26] proposed algorithms on the basis of network-flow for tackling the open-pit mine production scheduling issue. It has gained important attention recently. It is about optimizing the current net value of a mining asset. It is a stochastic problem as metal uncertainty has to be considered. The utilized approaches should consider the mining sequence as well as the flow of the material once mined besides considering that the mined material can have numerous destinations. This is handled in the work of Lamghari and Dimitrakopoulos [26] as the authors developed a heuristic algorithm inspired by the flow of networks for discovering efficiently the enhanced solutions in a huge neighborhood. Besides, they integrated it with a variable neighborhood descent algorithm for getting better results and to deal with their shortcomings when utilizing them individually to tackle this vital problem. Their experimental results show that the performance of the network-flow based algorithms is better than that of other utilized heuristics in terms of robustness and efficiency.

Karpagam et al. [27] proposed a flow-based algorithm for tackling the issue of transporting the maximum capacity with the minimum cost, particularly within the pipeline transportation that can be utilized in the milk and juice industry, etc.

Orecchia and Zhu [28] advanced a flow-based approach to tackle the cut-improvement issue. It is the first local cut-improvement approach (its running time is reliant on the size of the input set in lieu of the whole graph's size). Besides, it accomplishes such a local conduct whilst carefully matching the identical theoretical assurance like the elegant global approach introduced by Andersen et al. [29] (was necessitating dealing with a few sole commodity maximum flow computations through the entire graph). The key objective is developing good local graph segmentation approaches. The previous local approaches were on the basis of random walk.

Gastner et al. [30] proposed a flow-based approach having motion equations, which are numerically simpler to handle in comparison to the previous algorithms. This leads to direct parallelization in such a way the computation only consumes little time when handling detailed and complex data. In spite of the speedup, their approach has the advantages of previous approaches. These advantages are scaling properly all regions, generating a map projection for each point, and properly suit the areas together.

Svancara and Surynek [31] utilized the search approaches that examine systematically the search space. These algorithms need a well-defined heuristic function to be able to enhance the computational efficiency via altering the order in which the states are extended. More particularly, the authors introduced a novel flow-based heuristic via relaxing the multi-commodity flow decrease in order to enhance the fundamental A* approach.

Through Secure Shell, a hacker is able to enter and dominate remote hosts. Then, he can disrupt the host and even utilize it for assaulting different systems. Therefore, discovering the intrusions is significant for network administrators to avoid the damage to hosts and networks. This is handled in the work.
of Hellemons et al. [32] as they introduced a flow-based intrusion discovering system for Secure Shell attacks. This system utilizes an effective approach for real-time discovering the continuing harms and permits the determination of compromised assault preys.

Coverage is so crucial in the wireless sensor networks. The linked target coverage problem considers the sensor location in order to ensure the requirements of connectivity and covering. Shan et al. [33] tackled the type of this problem that is relied upon the probabilistic sensing model that can define the goodness of coverage more properly. The authors defined the minimum e-connected target coverage problem such that it minimizes the numbers of the sensors to meet the needs of connectivity and coverage. Specifically, they mapped it into a flow graph and tackled it by utilizing their novel flow-based approximation algorithm.

5. THE MOST COMMON APPROACHES

In general, there are 2 main classes for dealing with the maximum flow problem: push-relabel (the Goldberg-Tarjan) and augmenting path algorithms (the Ford Fulkerson). In addition, metaheuristics (are approximate approaches and problem independent that direct the search to search efficiently the set of all possible solutions to discover a close optimal solution within acceptable time instead of guaranteeing getting the ideal one) and more particularly nature inspired metaheuristics (metaheuristics that simulate principles and rules from nature) have been utilized for handling it. This is studied in the following subsections [17]-[18], [34]-[35].

5.1. The Ford Fulkerson

It was proposed in 1955 by Ford and Fulkerson [34]-[35]. This is the first, and the most known algorithm utilized for tackling the maximum flow problem in optimizing flow networks as well as a variety of computer applications [9]. It is an easy and iterative approach. It begins with an initial flow for each arc equals zero. Then, it is increased in every iteration until it cannot be incremented any longer [6]. In other words, it begins with the initial flow, builds iteratively a sequence of flow of increasing value (accordingly change the flow), and exits with the maximum flow (being guaranteed to get always the maximum flow if it ends is its main strong merit) [9]. Its key idea is simple; get a flow of an augmenting path of the available paths from the root to the target in the given flow network and then get another one, and so on. It is based on discovering the augmenting path (one at a time) from the root to the target [9] and terminates when there is no augmenting path (a path from the start node to the end node passing through only positive weighted arcs and does not contain any cycles [10], [36]). It is hard to calculate its actual time complexity as it is impossible to exactly determine the number of the augmenting paths [34]-[36]. In the worst case, its time complexity is large [37]. This can be overcome with the use of good computing resources at no cost due to the recent advancements in them.

It should be called a method rather than an algorithm. This is because getting the augmenting paths (its main idea) was not completely determined in its first edition, which is addressed in various implementations having various time complexities [6], [37]. It is not only utilized for tackling various flow problems (as shown below) but also for evidencing different theorems for network flow [38].

Recently, it has been applied for tackling various important real-world flow problems in a variety of domains as follows. Kyi and Naing [9] utilized it in 2018 for discovering the possible maximum flow of the water from the starting node to the target node by utilizing actual data of a particular distribution pipeline network in Pyigyitagon Township in Myanmar.

It means sending the water with the use of various paths (not necessarily to be disjointed) in which everyone consists of pipelines of various capacities (diameters) [36]. Besides the capacity constraints (in any pipe, the flow is equivalent to or less than its capacity), there is no intermediate storage, i.e., at any intermediate node, the flow in equals the flow out [36].

Iqbal et al. [39] in 2018 utilized it for an important real-world application which is airline scheduling (each flight is represented by a node and the arrival time is the capacity), i.e., having an airline schedule such that keeping the airplanes in the flight mode for a maximum amount of time. This is to guarantee the appropriate time maintenance since the overall time of a flight is a crucial reason for passengers based on which tickets may or may not be bought (every flight is operated based on a multi-thousand dollar gamble of whether tickets will be bought or not). Besides, airplanes consume expenses during their flight and also on standby at the airports. Airlines make a great effort to accumulate adequately their flights in order to offer the shortest possible connection time (numerous routes necessitate connections) to make the maximum utilization of their flights as well as maintain them. This is to stay in the airline business with maximum possible profit.

Similarly, it was utilized in Gebreanenya [40] to discover the maximum flow in the Ethiopian airlines. In addition, it was utilized in Zhang [15] for dealing with the maximum flow in a biological network.

Dimri and Ram [36] deal with the maximum flow problem as a linear programming problem with the goal of getting the maximum overall flow from the source to the destination subject to the previous constraints. However, they got the same results of the Ford Fulkerson [36]. Tackling the airline scheduling problem properly can lead to a variety of benefits such as saving time and money, using airplanes resources adequately, providing more information about the flight, utilizing the airline team efficiently, and organizing the airline efficiently [39].

Nowadays, almost all the countries are interested in dealing with urban mobility problems (e.g. traffic flows) since they result in traffic congestions (a significant urban transportation problem worldwide affecting the life quality for numerous people, the environment, and the economic output) which take place when traffic surpasses the capability of a current way.
ability. This is because of numerous reasons such as the rapid population increase, the liberty of having private vehicles, drivers’ behavior, and bad traffic means [41]. This was the motivation of the work of Abdullah and Hua [41] in a real-world application in Kota Kinabalu, since the location is a part of the central business region in which the traffic is larger than that of the others. They discovered the maximum flow (with the use of the Ford Fulkerson), the shortest path, and the bottleneck path from Bandaraya Mosque (the starting node) to Kampung Air (the end node). This is to decide on the roadway facilities that need to be enhanced. In addition, drivers can select alternate routes based on the results of this study.

Later the same authors in Abdullah and Hua [42], extended this work to discover the bottlenecks of the used real-life network (to determine which roads need to be enhanced) with the use of the maximum flow (discovered by the Ford and Fulkerson) and the min-cut theorem [42].

Another real-life application with the use of it was the work of Moore et al. [43] aiming to enhance the roads design, and the traffic flows to overcome the traffic jam problem in Bangkok. The authors modified it in order to tackle the maximum flow problem having extra characteristics that are multiple sources, multiple sinks, allowing both two-way and one-way flows on arcs, and speed dependent capacities. They utilized their algorithm to estimate the maximum traffic flow in a ways’ network within Bangkok. In their algorithm, they modeled a roads network by a graph to study the traffic flow problem (where the arcs’ weights are the road capacities, i.e., maximum no. of means of transport per hour) [43].

In addition to its previous applications mentioned above, it has a variety of other applications in computer vision, and image processing such as image segmentation, stereo correspondence, and optical flow estimation. This is achieved by converting the problem being solved into the maximum flow problem so that it can be tackled utilizing the Ford Fulkerson [37].

Further, it is the most classic approach for the time-cost trade-off problem that is fundamentally a maximum flow problem. This is an example of the numerous attempts that have been made in the past to deal with numerous practical problems as maximum flow ones that were tackled by the Ford Fulkerson approach [44].

Recently, numerous extensions to it have been introduced as follows.

Wei and Su [44] enhanced it to make it able to deal with the maximum flow in a network having negative flows or capacities rather than only negative ones. This is to tackle more applications since numerous maximum flow problems necessitate non-negative flows and capacities [44].

Besides, Kinsley and Maheswari [38] enhanced it by introducing the concept of a tree flow network as a deduction of the flow network that is a directed flow network having only a unique route between any pair of vertices [38].

Jiang et al. [45] proposed a parallel Ford Fulkerson, where in every iteration, all the edges in the given flow network are processed concurrently in parallel. This is to handle its main problem, which is the time complexity.

Han et al. [12] studied the utilization of the Ford Fulkerson in uncertain environments, since practical applications usually have uncertain factors. If the arc capacities are uncertain variables, then this network is called uncertain.

5.2. The Push-Relabel Algorithm

It is also known as the Goldberg-Tarjan. It is based on the preflow, which is similar to a flow with only a single difference; the overall incoming flow into a node can surpass the overall outgoing flow. It drives the local flow surplus in the direction of the target through the estimated shortest paths. It is intuitive, quick, and straightforward [46]. This algorithm is widely utilized due to its simplicity.

There are numerous parallelized push-relabel maximum flow approaches. This is because of their memory locality feature, which makes it simple to parallelize them [47].

Recently, numerous extensions to it have been introduced as follows.

Gallo et al. [48] extended it to tackle the monotone parametric maximum flow problems. Their work was later pursued further by Iwata et al. [49] to tackle the polymatroid intersection.

Another extension to it (by utilizing gap and global relabeling) was performed by Sato [50] for the purpose of dealing with the maximum flow issue on top of Pregel (the vertex-centric model where every node is viewed as a processor, and the entire graph executes distributed concurrent computing on the basis of the bulk synchronous parallel model). In addition, He and Hong [51] applied the push-relabel algorithm to be run in parallel on CUDA machines.

Since the matching in bipartite graphs is considered a special case of the maximum flow problem, Deveci et al. [52] simplified it to tackle the bipartite matching issue. The authors advanced atomic and lock-free GPU execution of this approach for discovering maximum cardinality matchings within these graphs.

In order to enhance its capabilities for tackling real-world graph clustering problems, Nate et al. [53] utilized a variant of it (by using a warm-start procedure and global relabeling heuristic to tackle cut problems rapidly) to calculate the minimum s-t cuts (preflows). Local graph clustering is discovering tightly linked clusters of vertices close to the seed ones within a big graph. It has been used in numerous real-life applications such as image segmentation, community detection, information retrieval, etc. In practice, semi-supervised data related to a hidden target module are represented by seed vertices [54].

It has been utilized recently for proposing algorithms based on it for handling other optimization problems such as the work of Chaudhuri et al. [54]. They discovered the minimum cost spanning tree out of the spanning trees with the maximum degree, which is a generalization of combinatorial optimization problems (like the traveling salesman). Another
5.3. Nature Inspired Computing for the Maximum Flow Problem

It is an exceptionally interdisciplinary area as it incorporates knowledge from different areas with computer science like chemistry, physics, life science, and biology. It is expanding speedily. As of the date of its origination, numerous nature-inspired computing areas have been introduced lately. They can be categorized into the following categories: biology-based approaches (BBA), chemistry-based approaches (CBA), and physics-based approaches (PBA) [57]-[58].

Newly, nature inspired techniques have been employed successfully to deal with numerous optimization problems [58]. That is why numerous researchers have utilized them for handling a variety of maximum flow problems, as demonstrated below. Barham et al. [59] tackled different examples of the maximum flow issue with by employing a chemical reaction optimization algorithm (a branch of chemistry-based algorithms mimicking particular chemical rules). It basically simulates the molecular interactions in a chemical reaction [58].

As an instance of physics-based algorithms that has been utilized for tackling the maximum flow problem is the flow regime algorithm [60] which is inspired by the classical fluid mechanics, and flow regimes. Saha et al. [60] executed another physics-based global non-gradient approach for dealing with the optimal power flow issue. It mimics vaporizing a slight volume of the water molecules on the hard surface having various wet abilities.

Electricity networks aim at providing high quality electricity to the customer efficiently and economically. The applications expansion prompts recurrent alterations in the network variables and hence constituting a defiance to the current systems to deliver the required power.

Recently, biology based algorithms have been utilized for dealing with this optimization problem such as genetic algorithms (an instance of evolutionary approaches that imitates the natural evolution, aiming at making PCs do what nature can) in Sallam et al. [7]. The fitness procedure reflects the saturation percentage of the flow and balancing vertices. Every solution was defined by a flow matrix.

Surco et al. [61] executed a particle swarm optimization based (PSO) algorithm for enhancing the water distribution networks, which can be utilized for verifying the node pressures, fluid flow rate and velocity, and head losses in every pipe. PSO is a population-based nature-inspired metaheuristic for dealing with continuous optimization problems. It mimics a certain behavior of the particles’ groups, fish schools, and bird flocks.

There are several options for water distribution systems those necessitate mandatory restrictions in addition to the large cost of water distribution systems. This makes determining the ideal scheme having the lowest cost for a water distribution system as an optimization problem. Yilmaz et al. [62] utilized particle swarm optimization, genetic algorithm, and artificial bee colony algorithm for tackling this optimization problem.

A water distribution network is consisted of a large number of nodes connected by means of a large number of interconnected links. The main issue related to optimizing the expense in designing these networks is a direct result of the nonlinear connection between the flow and the head waste, and the discrete nature of the pipe sizes. The significance and large capital expense of the system prompts extensive consideration on looking for the ideal cost plan [4]. Uma [4] handled this with the use of the differential evolution. It can be considered a member of the best effective population-based evolutionary algorithms for dealing with continuous optimization applications. Its use of the progressive iterations which are equivalent to generations in nature, and its utilized operations imitate elements from biology [17]. In addition, Ghosh et al. [63] executed a particle swarm approach to tackle the load flow issue (more particularly, to minimize the power loss).

Raviprabakaran and Subramanian [64] proposed an ant colony optimization (ACO) technique for tackling the power flow issue having ecological pollution restrictions. Their objective was decreasing the overall fuel cost of ecological pollution and fossil thermal power generators. This is achieved by maintaining a sufficient level of bus voltage, the actual & reactive power, as well as the power flow within the transference media. This lessens the processing time with meeting each of the constraints of the power flow. ACO algorithms are nature inspired population-based metaheuristics that mimic the foraging conduct of several ant types. Close optimal solutions can only arise because of the consequence of the aggregate cooperation between the artificial ants, which is achieved through indirect communication [65].

This problem (which is extremely restricted) was also handled with the use of another biology based algorithm (flower pollination algorithm imitating the intriguing process in nature) in Shilaja and Ravi [66]. The authors tackled the problem having multiple objectives; enhancing the voltage stability, minimizing the transmission loss, the generating cost, and the power plant’s emission.

Moreover, it was tackled by the use of another biology based algorithm, which is an artificial bee colony algorithm (a general-purpose biology and population-based optimization algorithm mimicking the intelligent foraging behavior of honey bees demonstrating the highly organized way in which they communicate with each other in order to search for their food) in Al-Anbarri and Naief [67] to minimize the reactive and active power mismatch in every bus.
Besides, Dogra and Gupta [68] handled it with the utilization of glowworm swarm optimization algorithm (imitates the motion of the glowworms in a group on the basis of the amount of a luciferin and the space separating the glowworms). It utilizes a group of agents to be divided into subsets moving to each other concurrently, and rendezvous at numerous optima of the function being handled. In their algorithm, the agents represent the generation values of the generators.

Another biology based and population-based metaheuristic (a bat approach motivated by the echolocation of micro bats) was developed by Kumar and Sivanagaraju in Kumar and Sivanagaraju [69] to solve it with the aim of getting an appropriate fuel cost. This is because when minimizing the generation fuel cost, the net saving of the power system will be increased.

For years, effective traffic flow and path optimization represent a great challenge since more than half of the population worldwide live in the urban environment where traffic jams are common at peak hours. Much of the recent research is about getting the best route to optimize the path to a great traffic jam. Thus, with guaranteeing the usual level of the traffic flow on every path, the optimal path can be found since distributing the traffic on all the paths helps accomplish the maximum flow as well as the ideal denseness of the paths. This was the main objective of the work of Abdul Rehman et al. [70] that used an ant algorithm.

Ant Colony Optimization has been applied to tackling real-life flow problems like the proposed system of Tuaimah et al. [71]. They handled the Iraqi super high grid having 11 generations and 13 load buses linked together via 400-kV power transmission lines with the use of an ant colony optimization algorithm. Also, Bouktir and Slimani [72] proposed an ant colony algorithm for tackling the optimal power flow issue in an Algerian electrical network consisting of 59 buses, 10 generators, and 83 branches (transformers and lines).

5.4 Hybrid Approaches

Lately, hybridizing optimization algorithms in order to handle a particular problem has become very common and usually yields better results than utilizing these algorithms individually. This research direction is followed by various researchers when tackling the maximum flow problem as follows.

For instance, Delir et al. [73] integrated the firefly algorithm, and the charged system search technique for enhancing the water distribution networks. The firefly algorithms are inspired by the variations in the light strength. A brighter firefly is more appealing and guides its colleagues to the best answer in the solution space. The firefly attraction is because of its brightness of firefly indicating to the goodness of its place (brighter fireflies attract less bright fireflies towards their positions in addition to some random variables to help these moves).

Another instance, Khunkiti et al. [74] integrated the dragonfly approach (DA) with a particle swarm approach in order to balance the exploration, and exploitation features of the dragonfly approach & the particle swarm approach when tackling the multi-objective optimal power flow problem. This is to deal with the optimization problem of PSO and DA (imitates the grouping conduct of dragonflies; partitioning, coherence and alignment, distraction from foes, and the desirability to nourishment) which is occasionally being stopped in the local optima while discovering the ideal outcome. Their proposed algorithm obtained the merits of these two algorithms; the exploitation of PSO and the exploration of DA. At the beginning, the dragonflies explore the search space in order to discover the portion containing the global solution, which is then substituted as the global ideal location to the PSO. This enables the PSO to get the expected optimal outcome.

Another instance, Gonal and Sheshadri [75] introduced a hybrid bat–dragonfly technique to tackle the optimal power flow problem within the wind–solar system. The accuracy of the controller tuning can be enhanced with small processing time through combining the procedures of the dragonfly, and the bat approaches. This is because the bat approach is characterized by less accuracy with small computing time, and the dragonfly approach is characterized by large accuracy with more computing time. Their hybrid system enhances the performance of the entire system as well as offers good balance in energy supply through adjusting the controller parameters.

The best option for satisfying the energy demand worldwide is the use of renewable energy sources as they are non-polluting and can be obtained easily. The optimal power flow problem is highly complicated and hard to be tackled as a result of uncertainties involved in integrating the renewable energy sources having large size and power [75].

5.5. Parallel Approaches

As a kind of high-performance computing, parallel computing emerged due to the huge reduction in the wealth and cost of software and hardware since a few decades. In such a methodology, a group of computations is performed concurrently on the grounds of a large problem can be split into smaller ones to be handled concurrently [76]. For example, Jincheng and Lixin [17] introduced a parallel algorithm with Message Passing Interface for the maximum flow problem. The flow inside every part of the given graph is pushed into its boundary via the hybrid approach iteratively, and a particular algorithm discharges the flow out of this part, decreasing the message passing via several enhancements. Another example, Surakhi et al. [10] utilized a parallel genetic approach for tackling the maximum flow issue. In each iteration, they got the value of the fitness function, known also as the cost function and the evaluation function, for every augmenting path from the destination to the target concurrently in parallel.
6. COMPUTATIONAL EXPERIMENTS

Since this work studies the maximum flow problem, the experiments performed examine a variety of it with various benchmark instances having various network sizes as well as various domains with the utilization of the most common approaches for tackling it. The carried out experiments are as follows.

6.1. Data

Various benchmark networks of various capacities as well as no. of vertices were utilized in the experiments. They are from different sources such as [77]. Their details are in the following table. The 2\textsuperscript{nd} column contains the instance name. The no. of vertices is represented in the 3\textsuperscript{rd} column. The source node and the sink node are contained in the fourth and fifth column respectively. The arcs of these instances are provided in a supplementary file in text format (comma separated).

<table>
<thead>
<tr>
<th>Instance</th>
<th>No. of vertices</th>
<th>Source</th>
<th>Sink</th>
</tr>
</thead>
<tbody>
<tr>
<td>A02</td>
<td>23</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>A97</td>
<td>84</td>
<td>1</td>
<td>84</td>
</tr>
<tr>
<td>C01</td>
<td>33</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>CPM2</td>
<td>7</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>MCCABE1</td>
<td>15</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>MCCABE2</td>
<td>20</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>MCCABE2A</td>
<td>27</td>
<td>1</td>
<td>27</td>
</tr>
<tr>
<td>PETRI1</td>
<td>8</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>PETRI3</td>
<td>11</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Ragusa16</td>
<td>24</td>
<td>1</td>
<td>24</td>
</tr>
</tbody>
</table>

### Table 1. The utilized instances

6.2. Method

The following systems were implemented for tackling the used benchmark data utilizing R language [78]:

- The Ford Fulkerson, and
- The push-relabel algorithm.

6.3. Results

The experiments’ outcomes are in table 2. In which, the instance ID is contained in the second column. The maximum flow (using the Ford Fulkerson) of each utilized instance is given in the third column. The number of arcs in each of the utilized instance is in the fourth column. The fifth column provides the maximum flow (utilizing the Goldberg-Tarjan) of each utilized instance.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Max. flow</th>
<th>No. of arcs</th>
<th>Max. flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>A02</td>
<td>3</td>
<td>87</td>
<td>2</td>
</tr>
<tr>
<td>A97</td>
<td>5</td>
<td>332</td>
<td>3</td>
</tr>
<tr>
<td>C01</td>
<td>1</td>
<td>146</td>
<td>1</td>
</tr>
<tr>
<td>CPM2</td>
<td>5</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>MCCABE1</td>
<td>1</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>MCCABE2</td>
<td>1</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>MCCABE2A</td>
<td>1</td>
<td>33</td>
<td>1</td>
</tr>
<tr>
<td>PETRI1</td>
<td>1</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>PETRI3</td>
<td>1</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>Ragusa16</td>
<td>3</td>
<td>81</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table 2. The experiments’ outcomes

7. DISCUSSION

Many vital applications in a variety of domains can be handled as a maximum flow problem. That is why it has been handled with the use of a variety of approaches. This was researched in this work; the Ford Fulkerson, the push relabel, and many recent approaches.

The Ford Fulkerson can be applied easily for tackling a variety of real-life applications, as it is a simple method having straightforward steps. In fact, it is considered a game changer in the graph approaches [36]. This is obvious from its recent crucial real-life applications aforementioned. Also, the push relabel has its recent applications as well. The difference between the push relabel and augmenting algorithms is rather small.

As nature inspired metaheuristics have been utilized successfully in dealing with a variety of crucial applications, they have been utilized for handling the maximum flow problem in various domains as explained previously. Further, hybrid and parallel approaches are increasingly used for tackling a variety of optimization problems and hence, they are used for handling the maximum flow problem as demonstrated above.
8. CONCLUSION AND FUTURE WORK

This article researched the maximum flow problem from different aspects, such as tackling various benchmark instances with the use of the most widely adopted approaches followed by its recent real-life applications, and recent utilized approaches for tackling it. Besides, the algorithms based on the network flow were highlighted.

For the future work, an interesting point to be considered is to utilize more algorithms. Also, it is crucial to utilize larger networks. Also, since parallel computing has been used recently for enhancing the computation speed of getting a near optimal solution for a variety of real-world optimization problems, parallel maximum flow algorithms and in particular, the coarse-grained approaches can be considered. This is because the coarse-grained approaches have been proven that they outperform other parallel approaches. In addition, most of the current parallel maximum flow approaches are fine-grained that suffer from low speedup.
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