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Abstract

In this paper, we study and develop the generalized fractional differential operators involving Appell’s function $F_3(\cdot)$ [1, p. 224, Eq. 5.7.1 (8)] introduced by Saigo and Maeda [2, p. 393] to the multivariable H-function. First, we establish two theorems that give the images of the multivariable H-function in Saigo-Maeda operators. On account of general nature of these operators, a large number of new and known theorems involving Saigo, Riemann-Liouville, Erdélyi-Kober fractional differential operators and several special functions notably generalized wrigt hypergeometric function, Mittag-Leffler function, generalized lauricella function, Bessel functions follow as special cases of our main findings. The important results obtained by Gupta [3], Kilbas [4], Kilbas and Saigo [5], Kilbas and Sebastian [6], Saxena, Ram and Suthar [7] and Saxena and Saigo [8] follow as special cases of our results.
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1. Introduction:

The fractional differential operator involving various special functions, have been found significant importance and applications in various sub-field of application mathematical analysis. Since last five decades, a number of workers like Kiryakova [9], Srivastava et al. [10], Saxena et al. [11, 12], Saigo [13], Kilbas [4], Kilbas and
Sebastian [6], Samko et al. [14], Miller and Ross [15], and Gupta et al.[3] etc. have studied in depth, the properties, applications and different extensions of various hypergeometric operators of fractional differentiation.

Recently, Kumar and Daiya [16] have applied this fractional differentiation of the product of a general class of Polynomial and $\mathcal{H}$ -function. Saxena, Ram and Kumar [12] have also derived the generalized fractional differentiation of the Aleph function associated with the Appell function $F_3$.

Let $\alpha, \alpha', \beta, \beta', \gamma \in \mathbb{C}$, $\gamma > 0$ and $x > 0$, then the generalized fractional differentiation operators [2] involving Appell function $F_3$ as a kernel are defined by the following equations:

\[
\left(D_0^+ \alpha, \alpha', \beta, \beta', \gamma \ f\right)(x) = \left(I_{0+}^{-\alpha', -\alpha, -\beta', -\beta, -\gamma} f\right)(x)
\]
\[
= \left(\frac{d}{dx}\right)^n \left(I_{0+}^{-\alpha', -\alpha, -\beta', -\beta + n, -\gamma + n} f\right)(x), \ (\Re (\gamma) > 0; \ n = \Re (\gamma) + 1)
\]
\[
= \frac{1}{\Gamma(n-\gamma)} \left(\frac{d}{dx}\right)^n \left(x^\gamma\right)_{(x-t)^{n-\gamma-1} \ f(t) dt}
\]
\[
= \frac{1}{\Gamma(n-\gamma)} \left(-\frac{d}{dx}\right)^n \left(x^\gamma\right)_{(x-t)^{n-\gamma-1} \ f(t) dt}
\]

and

\[
\left(D^-_{-\alpha, \alpha', \beta, \beta', \gamma} f\right)(x) = \left(I^-_{-\alpha, -\alpha, -\beta', -\beta, -\gamma} f\right)(x)
\]
\[
= \left(-\frac{d}{dx}\right)^n \left(I^-_{-\alpha, -\alpha, -\beta', -\beta + n, -\gamma + n} f\right)(x), \ (\Re (\gamma) > 0; \ n = \Re (\gamma) + 1)
\]
\[
= \frac{1}{\Gamma(n-\gamma)} \left(-\frac{d}{dx}\right)^n \left(x^\gamma\right)_{(x-t)^{n-\gamma-1} \ f(t) dt}
\]

where $I_{0+}^{-\alpha, \alpha', \beta, \beta', \gamma}$ and $I^{-\alpha, \alpha', \beta, \beta', \gamma}$ are Saigo- Maeda fractional integral operators.

$F_3$ the Appell-hypergeometric function of two variables is defined as

\[
F_3(\alpha, \alpha', \beta, \beta'; \gamma ; z, \xi) = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(\alpha)_m (\alpha')_n (\beta)_m (\beta')_n z^m \xi^n}{(\gamma)_{m+n} m! n!}, \ (|z| < 1, |\xi| < 1)
\]

where $(z)_m$ and $(z)_n$ are the Pochhammer symbol defined by $z \in \mathbb{C}$ and $m, n \in N = N \cup \{0\}, \ N = \{1, 2, 3, \ldots, \}$ by $(z)_0 = 1, (z)_n = z (z+1) \ldots (z+n-1)$.

The above series (3) is absolutely convergent for $(|z| < 1, |\xi| < 1)$ and $(|z| = 1, |\xi| = 1)$, where $(z, \xi \neq 1)$.

These operators reduce to Saigo fractional derivative operators [2; see also 17] as

\[
\left(D_0^+ \alpha, \alpha', \beta, \beta', \gamma \ f\right)(x) = \left(D_{0+}^{-\gamma, \gamma} \alpha, \alpha' - \gamma, \beta' - \gamma \ f\right)(x), \ (\Re (\gamma) > 0)
\]
and
\[
\left( D_0^{-, \alpha', \beta', \gamma} f \right)(x) = \left( D_0^{-, \alpha', \gamma, \beta', \gamma} f \right)(x), \quad (\Re(\gamma) > 0).
\]

(5)

Further, we also have [2, p. 394, Eqns. (4.18) and (4.19)]
\[
\left( f_{\alpha, \beta, \gamma, 1}(x) \right) \Gamma \left( \begin{array}{c}
\sigma, \gamma - \alpha - \sigma - \beta, \sigma - \beta - \alpha' \\
\sigma + \gamma - \alpha', \sigma + \gamma - \alpha - \beta, \sigma + \beta '
\end{array} \right) x^{\sigma - \alpha - \alpha' + \gamma - 1}
\]

(6)

where \( \Re(\gamma) > 0, \Re(\sigma) > \max\left[ 0, \Re(\alpha + \alpha' + \beta - \gamma), \Re(\alpha' - \beta') \right] \) and
\[
\left( \alpha, \beta, \gamma, 1 \right)(x) \Gamma \left( \begin{array}{c}
1 + \alpha + \alpha' - \sigma, 1 + \alpha + \beta' - \gamma - \alpha' - 1 - \beta - 1 \\
1 - \sigma, 1 + \alpha + \alpha' - \gamma - \alpha' - 1 + \alpha - \beta - \sigma
\end{array} \right) x^{\sigma - \alpha - \alpha' + \gamma - 1}
\]

(7)

where \( \Re(\gamma) > 0, \Re(\sigma) < 1 + \min\left[ \Re(-\beta), \Re(\alpha + \alpha' - \gamma), \Re(\alpha + \beta' - \gamma) \right] \).

Here, we have used the symbol \( \Gamma \ldots \) representing the fraction of many Gamma functions.

In this paper, the multivariable H-function will be defined and represented in the following manner [10, p. 251-252, Eqs. (C.1- C.3)]:
\[
H[z_1, \ldots, z_r] = H_{P, Q} \left( P_1 \cdots P_r, Q_1 \cdots Q_r \right)
\]

\[
\begin{bmatrix}
(a_1; \alpha_1, \ldots, \alpha_{j_1}(r))_{1, P_1} \cdots (c_1, \gamma_{j_1}(r))_{1, P_r} \\
(b_1; \beta_1, \ldots, \beta_{j_1}(r))_{1, Q_1} \cdots (d_1, \delta_{j_1}(r))_{1, Q_r}
\end{bmatrix}
\]

\[
= \frac{1}{(2\pi \omega)^r} \prod_{j=1}^{r} \frac{\psi(\xi_1, \ldots, \xi_r)}{\theta_i(\xi_i)} z_i^\xi_i \
\]

(8)

where \( \omega = \sqrt{-1} \)
\[
\theta_i(\xi_i) = \frac{M_i}{\prod_{j=1}^{M_i} \Gamma(d_j(i) - \delta_j(i) \xi_i) N_i \prod_{j=1}^{N_i} \Gamma(1 - c_j(i) + \gamma_j(i) \xi_i)} \]

\[
\prod_{j=M_i+1}^{Q_i} \Gamma(1 - d_j(i) + \delta_j(i) \xi_i) \prod_{j=N_i+1}^{P_i} \Gamma(1 - c_j(i) - \gamma_j(i) \xi_i)
\]

(9)

\[
\psi(\xi_1, \ldots, \xi_r) = \frac{N}{\prod_{j=1}^{N} \Gamma(1 - a_j + \sum_{i=1}^{r} \alpha_j(i) \xi_i) \prod_{j=1}^{r} \Gamma(1 - b_j + \sum_{i=1}^{r} \beta_j(i) \xi_i)}
\]

(10)
In equation (9), \( i \) in the superscript \((i)\) stands for the number of primes, e.g., \( b^{(1)} = b', b^{(2)} = b'' \) and so on; and an empty product is interpreted as unity.

For convenience, we use the notation \( \left(a_j; \alpha_j^1, \ldots, \alpha_j^r \right) \) for \( P \) member array \( \left(a_1; \alpha_1^1, \ldots, \alpha_1^r \right), \ldots, \left(a_P; \alpha_P^1, \ldots, \alpha_P^r \right) \), while \( \left(c_j^{(i)}; \gamma_j^{(i)} \right) \) stands for \( \left(c_1^{(i)}; \gamma_1^{(i)} \right), \ldots, \left(c_P^{(i)}; \gamma_P^{(i)} \right), \) \( i = 1, 2, \ldots, r \) and so on. The nature of contours \( L_1, \ldots, L_r \) in (8), the various special cases and other details of the function are given in the book referred above. Also, it is assumed throughout the present work that the various multivariable H-function occurring herein always satisfy the conditions of their existence corresponding appropriately to those mentioned in the reference given above.

2. Preliminary Results:

**Lemma 1.** Let \( \alpha, \alpha', \beta, \beta', \gamma \in \mathbb{C} \) be such that \( \Re(\gamma) > 0 \), \( \Re(\sigma) > \min\{0,\Re(\alpha + \alpha' + \beta' - \gamma), \Re(\alpha - \beta)\} \)

Then there holds the relation

\[
\left(\begin{array}{c}
\Gamma(\sigma)\Gamma(\sigma - \gamma + \alpha + \alpha' + \beta')
\Gamma(\sigma - \beta + \alpha)
\Gamma(\sigma - \beta)
\end{array}\right)^{-1} \left(\begin{array}{c}
\alpha - \gamma + \alpha + \alpha' - 1
\end{array}\right)
\]

\[
(11)
\]

**Lemma 2.** Let \( \alpha, \alpha', \beta, \beta', \gamma \in \mathbb{C} \) be such that \( \Re(\gamma) > 0 \), \( \Re(\sigma) < 1 + \min\{\Re(\beta'), \Re(-\alpha' - \beta + \gamma), \Re(-\alpha - \alpha' + \gamma - n)\} = [\Re(\gamma)] + 1 \)

Then there holds the relation

\[
\left(\begin{array}{c}
\Gamma(1 - \alpha - \beta + \gamma + \sigma)\Gamma(1 + \beta - \sigma)\Gamma(1 - \alpha - \alpha' + \gamma - \sigma)\Gamma(1 - \alpha' + \gamma - \sigma)
\end{array}\right)^{-1} \left(\begin{array}{c}
\alpha - \gamma + \alpha + \alpha' - 1
\end{array}\right)
\]

\[
(12)
\]

3. Main Results

We establish image formulae for the multivariable H-function involving Saigo and Maeda fractional differential operators (1) and (2) in terms of the multivariable H-function.

**Theorem 3.1.** Let \( \alpha, \alpha', \beta, \beta', \gamma, \sigma, z_i \in \mathbb{C}, x > 0, \rho_i > 0, \forall i \in \{1, 2, \ldots, r\} \) be such that

\[
\Re(\gamma) > 0, \Re(\sigma) + \sum_{i=1}^{r} \rho_i \min_{1 \leq j \leq M_i} \Re\left(\frac{d_j^{(i)}}{d_j^{(i)}}\right) > -\min\left[0, \Re(\alpha + \alpha' + \beta' - \gamma), \Re(\alpha - \beta)\right]
\]
and \( |\arg z_i| < \frac{1}{2} \Omega_i \pi, \Omega_i > 0 \)
where
\[
\Omega_i = - \frac{P}{j=N+1} \alpha_j^{(i)} - \frac{Q}{j=1} \beta_j^{(i)} + \frac{N_i}{j=1} \gamma_j^{(i)} - \frac{P_i}{j=M_i+1} \delta_j^{(i)} - \frac{Q_i}{j=M_i+1} \delta_j^{(i)} > 0, \forall i \in \{1,2,...,r\}
\]

then the following formula holds
\[
\left\{ \binom{\rho A^*}{\rho B^*} \begin{bmatrix} \sum_{j=1}^{\rho \rho A^*} (a_j, a_j', ..., a_j^{(r)})_{\rho \rho A^*}^{(r)} \cdots (e_j, e_j', ... , e_j^{(r)})_{\rho \rho A^*}^{(r)} \end{bmatrix} \right\}_{1P}^{x^\prime \rho A^*} = x^\rho A^* \binom{A^*}{B^*} \begin{bmatrix} \sum_{j=1}^{\rho \rho B^*} (b_j, b_j', ..., b_j^{(r)})_{\rho \rho B^*}^{(r)} \cdots (d_j, d_j', ... , d_j^{(r)})_{\rho \rho B^*}^{(r)} \end{bmatrix} \right\}_{1Q}^{x^\prime \rho B^*} \tag{13}
\]

where
\[
A^* = \binom{1-\sigma, \rho_1, ..., \rho_r}{1-\sigma+\gamma-\alpha-\delta-\beta, \rho_1, ..., \rho_r}, \binom{1-\sigma-\alpha+\beta, \rho_1, ..., \rho_r}{1-\sigma-\alpha, \rho_1, ..., \rho_r}, \binom{\rho_1}{a_j, a_j', ..., a_j^{(r)}}
\]
\[
B^* = \binom{1-\sigma+\gamma-\alpha-\delta-\beta, \rho_1, ..., \rho_r}{1-\sigma+\gamma-\alpha-\delta-\beta, \rho_1, ..., \rho_r}, \binom{1-\sigma-\alpha, \rho_1, ..., \rho_r}{1-\sigma+\gamma-\alpha-\delta-\beta, \rho_1, ..., \rho_r}, \binom{\rho_1}{b_j, b_j', ..., b_j^{(r)}}
\]
\[
C^* = (c_j, c_j'), ..., \binom{\rho_1}{c_j, c_j'}, D^* = (d_j, d_j'), B^* = (d_j, d_j'), \binom{\rho_1}{d_j, d_j'}, \binom{\rho_1}{d_j, d_j'}
\]

**Proof:** In order to prove (13), we first express the multivariable H-function occurring in the left hand side of (13) in terms of Mellin-Barnes contour integral with the help of equation (8) and interchanging the order of integration, we obtain (say \(I_1\))

\[
I_1 = \frac{1}{(2\pi i)^r} \int \cdots \int_{L_1}^{L_r} \left\{ \theta(z_i, \xi, \xi') \prod_{i=1}^{r} \left( \frac{\Gamma(\sigma+\rho_1 \xi + ... + \rho_r \xi \xi')}{\Gamma(\sigma+\rho_1 \xi + ... + \rho_r \xi \xi')} \right) d\xi_i \right\} \left( \frac{\Gamma(\sigma+\rho_1 \xi + ... + \rho_r \xi \xi')}{\Gamma(\sigma+\rho_1 \xi + ... + \rho_r \xi \xi')} \right) d\xi_i \]

Now, applying the equation (11) with \( \sigma \) replaced by \( \sigma+\rho_1 \xi_1 + ... + \rho_r \xi_r \), we arrive at

\[
I_1 = \frac{1}{(2\pi i)^r} \int \cdots \int_{L_1}^{L_r} \left\{ \frac{1}{(2\pi i^{\rho B^*})} \prod_{i=1}^{r} \left( \frac{\Gamma(\sigma+\rho_1 \xi_1 + ... + \rho_r \xi_r \xi')}{\Gamma(\sigma+\rho_1 \xi_1 + ... + \rho_r \xi_r \xi')} \right) \right\} \left( \frac{\Gamma(\sigma-\beta+\alpha+\rho_1 \xi_1 + ... + \rho_r \xi_r \xi')}{\Gamma(\sigma-\beta+\alpha+\rho_1 \xi_1 + ... + \rho_r \xi_r \xi')} \right) \left( \frac{\Gamma(\sigma-\beta+\alpha+\rho_1 \xi_1 + ... + \rho_r \xi_r \xi')}{\Gamma(\sigma-\beta+\alpha+\rho_1 \xi_1 + ... + \rho_r \xi_r \xi')} \right) d\xi_1 \cdots d\xi_r \]
Finally, interpreting the Mellin-Barnes contour integral thus obtained in terms of the multivariable H-function as given in (8), we obtain the result as given in (13).

4. Special Cases of Theorem 3.1:

i. If we put \( \alpha = \alpha + \beta, \alpha' = \beta' = 0, \beta = -\eta, \gamma = \alpha \) in Theorem 3.1, we get known result obtained by Gupta et al. [3, p. 48, Eq. (18)], as

\[
D_{0+}^{\alpha, \beta, \eta, \eta'} \left[ \int_{1/\Gamma}^{\infty} e^{-zt} \frac{dz}{t} \right] = \frac{1}{\Gamma(1, \beta)} \frac{1}{\Gamma(1, \alpha)} \frac{1}{\Gamma(1, \eta)} \frac{1}{\Gamma(1, \eta')}
\]

where \( A_1^* \) and \( B_1^* \) are same as given in (13) and the conditions of existence of the above result can be easily derived with the help of Theorem 3.1.

ii. If we take \( N = P = Q = 0 \) in equation (13), the multivariable H-function reduces to the product of r-different Fox H-functions [18, p. (viii), Eq. (A.14)] following as:

\[
D_{0+}^{\alpha', \beta', \gamma'} \left[ \int_{1/\Gamma}^{\infty} e^{-zt} \frac{dz}{t} \right] = \frac{1}{\Gamma(1, \beta') \Gamma(1, \alpha') \Gamma(1, \gamma')}
\]

where \( A_2^* \) and \( B_2^* \) are same as mentioned in equation (13) and the conditions of validity of the above result can be easily derived with the help of Theorem 3.1.
iii. If we reduce product of \( r \) different H-functions occurring in the left hand side of (15), to the \( r \)-product of Bessel function of first kind [10, p.18, Eq. (2.6.5)], we get

\[
\left\{ D_0^{\alpha, \alpha', \beta, \beta', \gamma} \left[ (r-1) \prod_{j=1}^{r} J_{\nu_j} \left( a_j \rho_j \right) \right] \right\}(x) = x^{\sigma - \gamma + \alpha + \alpha' - 1} \left\{ \prod_{j=1}^{r} \left( a_j x^\rho_j / 2 \right)^{\nu_j} \right\}^2 \left\{ a_1 x^{\rho_1 / 2} \right\}^2 \left\{ a_r x^{\rho_r / 2} \right\}^2 \left( A_3^* \right)^{r-1} \left( B_3^* \right)^{r-1} \]

\[ \text{where} \]

\[ A_3^* = \left( 1 - \sigma - \sum_{j=1}^{r} \rho_j \nu_j ; 2 \alpha_1, \ldots, 2 \alpha_r \right) \left( 1 - \sigma + \gamma - \alpha - \alpha' - \beta - \sum_{j=1}^{r} \rho_j \nu_j ; 2 \alpha_1, \ldots, 2 \alpha_r \right) \left( 1 - \sigma - \alpha + \beta - \sum_{j=1}^{r} \rho_j \nu_j ; 2 \beta_1, \ldots, 2 \beta_r \right) \]

\[ B_3^* = \left( 1 - \sigma + \gamma - \alpha - \beta - \sum_{j=1}^{r} \rho_j \nu_j ; 2 \beta_1, \ldots, 2 \beta_r \right) \left( 1 - \sigma - \alpha + \beta - \sum_{j=1}^{r} \rho_j \nu_j ; 2 \alpha_1, \ldots, 2 \alpha_r \right) \left( 1 - \sigma + \beta - \sum_{j=1}^{r} \rho_j \nu_j ; 2 \beta_1, \ldots, 2 \beta_r \right) \]

\[ D_3^* = (0,1),(\nu_1,1); \ldots; (0,1),(\nu_r,1) \]

iv. Now, reducing the H-function of several variables occurring in the right hand side of (16) to generalized Lauricella function [19], we get

\[
\left\{ D_0^{\alpha, \alpha', \beta, \beta', \gamma} \left[ \prod_{j=1}^{r} J_{\nu_j} \left( a_j \rho_j \right) \right] \right\}(x) = x^{\sigma - \gamma + \alpha + \alpha' - 1} \left\{ \prod_{j=1}^{r} \left( a_j x^\rho_j / 2 \right)^{\nu_j} \right\} \frac{\Gamma(l) \Gamma(m) \Gamma(n)}{\Gamma(p) \Gamma(q) \Gamma(s)} \]

\[ \times \left[ \left( 1, 2 \rho_1, \ldots, 2 \rho_r \right); \left( m, 2 \rho_1, \ldots, 2 \rho_r \right); \left( \nu, 2 \rho_1, \ldots, 2 \rho_r \right) \right] \frac{\rho_1^2}{\left( \nu_1 + 1 \right)^2} \ldots \frac{\rho_r^2}{\left( \nu_r + 1 \right)^2} \]

\[ \text{where} \]

\[ l = \sigma + \sum_{j=1}^{r} \rho_j \nu_j, \quad m = \sigma - \gamma + \alpha + \alpha' + \beta + \sum_{j=1}^{r} \rho_j \nu_j, \quad n = \sigma - \alpha - \beta + \sum_{j=1}^{r} \rho_j \nu_j \]

\[ p = \sigma - \gamma + \alpha + \beta' + \sum_{j=1}^{r} \rho_j \nu_j, \quad q = \sigma - \gamma + \alpha + \alpha' + \sum_{j=1}^{r} \rho_j \nu_j, \quad s = \sigma - \beta + \sum_{j=1}^{r} \rho_j \nu_j \]

v. If we take \( r = 1, a_1 = 1, \rho_1 = 1, \nu_1 = \nu \) in above equation (17), we get

\[
\left\{ D_0^{\alpha, \alpha', \beta, \beta', \gamma} \left[ \prod_{j=1}^{r} J_{\nu_j} \left( a_j \rho_j \right) \right] \right\}(x) = \frac{x^{\sigma + \nu - \gamma + \alpha + \alpha' - 1}}{2^\nu} \]
Further, taking \( \alpha = \alpha + \beta, \alpha' = \beta' = 0, \beta = -\eta, \gamma = \alpha \) in above equation (18), we get the known result due to Kilbas and Sebastian [6, p. 330, Eq. (32)], as

\[
\left\{ J_0^{\alpha, \beta, \eta} \left( \sigma^{-1} J_0(t) \right) \right\}(x) = \frac{x^{\sigma + v + \beta - 1}}{2^\nu} \Psi^3 \left[ \frac{(\sigma + u, 2), (\sigma + v + \alpha + \beta + \eta, 2)}{(\sigma + v + \beta, 2), (\sigma + v + \eta, 2)}, (v + 1, 1) \right] = \frac{x^2}{4} \tag{18}
\]

vi. If we reduce the multivariable H- function into the product of two Fox H-function and then reduce one H- function to the exponential function by taking \( \rho^4 = 1 \) in equation (13), we get the following result after a little simplification:

\[
\left\{ J_0^{\alpha, \alpha', \beta, \beta', \gamma} \right\}(x) = x^{\sigma - \gamma + \alpha + \alpha' - 1} H_{M_2, N_2}^{3, 1} \left[ \frac{z_2^{\rho^2}}{2^{\nu} \Psi^3 \left( \frac{(c_j, \gamma_j)}{1, p_2} \right)} \right](x)
\]

\[
= \frac{x^{\sigma - \gamma + \alpha + \alpha' - 1}}{H_{M_2, N_2}^{3, 1}} \left[ \frac{z_2^{\rho^2}}{2^{\nu} \Psi^3 \left( \frac{(d_j, \delta_j)}{1, q_2} \right)} \right](x)
\]

where

\[
A_4^* = \left( 1 - \sigma; 1, \rho_2 \right), \left( 1 - \sigma + \gamma - \alpha - \alpha' - \beta; 1, \rho_2 \right), \left( 1 - \sigma - \alpha + \beta; 1, \rho_2 \right)
\]

\[
B_4^* = \left( 1 - \sigma + \gamma - \alpha - \beta'; 1, \rho_2 \right), \left( 1 - \sigma + \gamma - \alpha - \alpha'; 1, \rho_2 \right), \left( 1 - \sigma + \beta; 1, \rho_2 \right)
\]

The conditions of validity of the above result can be derived with the help of Theorem 3.1.

Further, on letting \( z_1 \to 0 \) in the above equation (19), it becomes

\[
\left\{ J_0^{\alpha, \alpha', \beta, \beta', \gamma} \right\}(x) = x^{\sigma - \gamma + \alpha + \alpha' - 1} H_{M_2, N_2}^{3, 1} \left[ \frac{z_2^{\rho^2}}{2^{\nu} \Psi^3 \left( \frac{(c_j, \gamma_j)}{1, p_2} \right)} \right](x)
\]

\[
= \frac{x^{\sigma - \gamma + \alpha + \alpha' - 1}}{H_{M_2, N_2}^{3, 1}} \left[ \frac{z_2^{\rho^2}}{2^{\nu} \Psi^3 \left( \frac{(d_j, \delta_j)}{1, q_2} \right)} \right](x)
\]

where

\[
A_5^* = (c_j, \gamma_j)_{N_2}; \left( 1 - \sigma; \rho_2 \right), \left( 1 - \sigma + \gamma - \alpha - \alpha' - \beta; \rho_2 \right), \left( 1 - \sigma - \alpha + \beta; \rho_2 \right)
\]

\[
B_5^* = (d_j, \delta_j)_{Q_2}; \left( 1 - \sigma + \gamma - \alpha - \beta'; \rho_2 \right), \left( 1 - \sigma + \gamma - \alpha - \alpha'; \rho_2 \right), \left( 1 - \sigma + \beta; \rho_2 \right)
\]
Now, we put \( \alpha = \alpha + \beta, \alpha' = \beta' = 0, \beta = -\eta, \gamma = \alpha \) in above equation (20), we get known result due to Gupta et al. [3, p. 51, Eq. (24)], as

\[
\begin{align*}
D^\alpha_{0+} & \left\{ t^{\gamma-1} \frac{\Gamma(\gamma+\sigma+\beta+1)}{\Gamma(\gamma+\sigma+\beta)} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,P} \right\} (x) \\
& = x^{\rho_2+1} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,Q} \\
& \left[ (d_j, \delta_j) \right]_{1,Q} (x) \\
\end{align*}
\]

(21)

Again, taking \( \beta = -\alpha \) in the above equation and make suitable adjustment in the parameters, we get also known result recorded in the book by Kilbas and Saigo [5, p. 55, Eq. (2.7.22)], as

\[
\begin{align*}
D^\alpha_{0+} & \left\{ t^{\gamma-1} \frac{\Gamma(\gamma+\sigma+\beta+1)}{\Gamma(\gamma+\sigma+\beta)} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,P} \right\} (x) \\
& = x^{\rho_2+1} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,Q} \\
& \left[ (d_j, \delta_j) \right]_{1,Q} (x) \\
\end{align*}
\]

(22)

vii. If we reduce the H- function to generalized Wright hypergeometric function [10, p. 19, Eq. (2.6.11)] in equation (20) by taking \( M_2 = M, N_2 = N, P_2 = P, Q_2 = Q \), we get

\[
\begin{align*}
& D^\alpha_{0+} \left\{ t^{\gamma-1} \frac{\Gamma(\gamma+\sigma+\beta+1)}{\Gamma(\gamma+\sigma+\beta)} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,P} \right\} (x) \\
& = x^{\rho_2+1} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,Q} \\
& \left[ (d_j, \delta_j) \right]_{1,Q} (x) \\
\end{align*}
\]

(23)

Now, we put \( \alpha = \alpha + \beta, \alpha' = \beta' = 0, \beta = -\eta, \gamma = \alpha \) in equation (23), we get known result due to Gupta et al. [3, p. 52, Eq. (25)], as

\[
\begin{align*}
& D^\alpha_{0+} \left\{ t^{\gamma-1} \frac{\Gamma(\gamma+\sigma+\beta+1)}{\Gamma(\gamma+\sigma+\beta)} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,P} \right\} (x) \\
& = x^{\rho_2+1} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,Q} \\
& \left[ (d_j, \delta_j) \right]_{1,Q} (x) \\
\end{align*}
\]

(24)

Further, taking \( \beta = -\alpha \) in the above result, we get also known result obtained by Kilbas [4, p. 119, Eq. (14)], as

\[
\begin{align*}
& D^\alpha_{0+} \left\{ t^{\gamma-1} \frac{\Gamma(\gamma+\sigma+\beta+1)}{\Gamma(\gamma+\sigma+\beta)} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,P} \right\} (x) \\
& = x^{\rho_2+1} \left[ \frac{e^{t\gamma_j}}{\Gamma(\gamma_j)} \right]_{1,Q} \\
& \left[ (d_j, \delta_j) \right]_{1,Q} (x) \\
\end{align*}
\]
viii. If we put \( z_2 = -1, \rho_2 = 1 \) in equation (20) and reducing the H-function into 
generalized Mittag-Leffler function \([20] \), we get 
\[
\left\{D_{0+}^{\alpha, \alpha', \beta, \beta', \gamma} \left( \frac{\sigma - 1}{\rho} E_{u,v} \{t\} \right) \right\}(x) = \frac{x^\sigma - \gamma + \alpha + \alpha'}{\Gamma(\rho)} 
\times H^{1,4}_{4,5} \left[ -x \right] \begin{pmatrix} (1-\rho,1),(1-\sigma,1),(1-\sigma+\gamma-\alpha-\alpha',1),(1-\sigma+\alpha+\beta,1) \\
(0,1),(1-\sigma+\gamma-\alpha-\beta',1),(1-\sigma+\gamma-\alpha-\alpha',1),(1-\sigma+\beta,1),(1-v,u) \end{pmatrix}
\]

(24)

Now, we put \( \alpha = \alpha + \beta, \alpha' = \beta' = 0, \beta = -\eta, \gamma = \alpha \) in equation (24), we get known 
result due to Gupta et al. \([3, p. 52, Eq. (27)] \), as 
\[
\left\{D_{0+}^{\alpha, \beta, \eta} \left( \frac{\sigma - 1}{\rho} E_{u,v} \{t\} \right) \right\}(x) = \frac{x^\sigma + \beta - 1}{\Gamma(\rho)} H^{1,3}_{2,4} \left[ -x \right] \begin{pmatrix} (1-\rho,1),(1-\sigma,1),(1-\sigma-\alpha-\beta-\eta,1) \\
(0,1),(1-\sigma-\alpha-\beta,1),(1-\sigma-\eta,1),(1-v,u) \end{pmatrix}
\]

Further, taking \( \beta = -\alpha \) in the above result, we get also known result due to 
Saxena et al. \([7, p. 170, Eq. (2.6)] \), as 
\[
\left\{D_{0+}^{\alpha} \left( \frac{\sigma - 1}{\rho} E_{u,v} \{t\} \right) \right\}(x) = \frac{x^\sigma - \alpha - 1}{\Gamma(\rho)} H^{1,2}_{2,3} \left[ -x \right] \begin{pmatrix} (1-\rho,1),(1-\sigma,1) \\
(0,1),(1-\sigma-\alpha,1),(1-v,u) \end{pmatrix}
\]

ix. If we take \( M_2 = N_2 = P_2 = 1, Q_2 = 2, z_2 = -a, \rho_2 = \beta, \sigma = \gamma, \epsilon_1 = 1-\delta, \gamma_1 = 1, d_1 = 0, \delta_1 = 1, 
\)
\( d_2 = 1-\gamma, \delta_2 = \beta \) in equation (22), we get known result due to Saxena and Saigo 
\([8, p. 149, Eq. (29)] \), as 
\[
\left\{D_{0+}^{\alpha} \left( \frac{\sigma - 1}{\rho} E_{u,v} \{t\} \right) \right\}(x) = x^\gamma - \alpha - 1 \frac{E_{\beta, \gamma} \{ax^\beta\}}{\rho \Gamma(\rho)}
\]

Theorem 3.2. Let \( \alpha, \alpha', \beta, \beta', \gamma, \sigma, z_i \in C, x > 0, \rho_i > 0, \forall i \in \{1,2,\ldots,r\} \) be such that 
\( \Re(\gamma) > 0, \)
\[
\Re(\sigma) - \sum_{i=1}^{r} \rho_i \min_{1 \leq j \leq M_i} \Re \left( \frac{d^{(i)}_j}{\sigma^{(i)}_j} \right) < 1 + \min \left[ \Re(\beta'), \Re(-\beta + \gamma), \Re(-\alpha - \alpha' + \gamma - n) \right]
\]

and 
\[
|\arg z_i| < \frac{1}{2} \Omega_i, \Omega_i > 0
\]

where 
\[
\Omega_i = - \sum_{j=N_i+1}^{P_i} \alpha^{(i)}_j - \sum_{j=1}^{N_i} \beta^{(i)}_j + \sum_{j=1}^{M_i} \gamma^{(i)}_j + \sum_{j=1}^{M_i} \delta^{(i)}_j - \sum_{j=N_i+1}^{P_i} \delta^{(i)}_j > 0, \forall i \in \{1,2,\ldots,r\}
\]

then the following formula holds
Saigo-Maeda Fractional Differential Operators of the Multivariable H-Function

\[
\left\{ \begin{array}{c}
\alpha, \alpha', \beta, \beta', \gamma \\
D_x^{\alpha, \alpha', \beta, \beta', \gamma} \left( \begin{array}{c}
\sigma - 1 \\
0, N : M, N_1; \ldots; M_r, N_r \\
M, Q : P_1, Q_1; \ldots; P_r, Q_r \\
1, t \\
l_1, r \\
\rho \\
\end{array} \right)^{-\rho_1} \\
\end{array} \right\} (x)
\]

\[
= x^{\sigma - \gamma + \alpha + \alpha' - 1} \left( \begin{array}{c}
\sigma \beta, \beta', \gamma \\
0, N+3 : M_1, N_1; \ldots; M_r, N_r \\
P+3, Q+3 : P_1, Q_1; \ldots; P_r, Q_r \\
1, t \\
l_1, r \\
\rho \\
\end{array} \right)^{-\rho_1} \left( \begin{array}{c}
A^\ast \\
B^\ast \\
C^\ast \\
D^\ast \\
\end{array} \right)
\]

where

\[
A^\ast = (\sigma - \gamma + \alpha + \beta, \rho_1, \ldots, \rho_r), (\sigma - \beta, \rho_1, \ldots, \rho_r), (\sigma - \gamma + \alpha + \alpha', \rho_1, \ldots, \rho_r), (\alpha, \alpha', \ldots, \alpha', \ldots, \alpha', \ldots)_{l, P}
\]

\[
B^\ast = (\sigma, \rho_1, \ldots, \rho_r), (\sigma - \gamma + \alpha + \alpha' + \beta, \rho_1, \ldots, \rho_r), (\sigma + \alpha' - \beta, \rho_1, \ldots, \rho_r), (\beta, \beta', \ldots, \beta', \ldots)_{l, Q}
\]

\[
C^\ast \text{ and } D^\ast \text{ are same as given in (13).}
\]

**Proof:** The proof of Theorem 3.2 can be developed on the lines similar to those given with proof of Theorem 3.1 with the help of equation (12).

A number of several special cases of Theorem 3.2 can also be obtained similarly.
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