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Abstract

Software effort estimation assumes a basic part in software engineering as the success of a project completely relies on it. More recently, various Meta-heuristic methods have been implemented in SEE models. In this paper, a model using Teaching-learning based optimization (TLBO) has been proposed to optimize the parameters of the COCOMO model for providing better effort estimates. The proposed model validation is carried out using IVR dataset of a company. The results obtained show that proposed TLBO based model is able to improve the accuracy of cost estimation and also outperforms other models.
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INTRODUCTION

Despite the fact that interest of software framework is expanding in all parts of human life, development of software undertakings is hysterically noted with delays, high cost, and errors. Inaccurate estimation of assets is central point of failure in software [1]. Software estimation draws colossal consideration from academicians and authorities. Software estimation is the instrument of anticipating cost, effort, and duration that are required to create software. Estimator frequently relies on upon
different pragmatisms to create software estimations. Surpassed budgets, incomplete functions, low quality and partial consummation of the venture are a portion of the main considerations that results in underestimation or overestimation of the software effort [2, 3]. The process of software development effort estimation in which estimator foresee the measure of effort to keep up software are based on questionable, noisy input and deficient undertaking arrangement, budgets, pricing processes and investment [4]. Estimated effort acts as the input to project request and proposal, project planning, control, budget, progress monitoring and staff allocation. The software engineering group puts tremendous effort while structuring models with a specific end goal to solace estimators to give accurate cost appraisals to software projects.

In recent years, tremendous increase has been witnessed in the SEE models based upon meta-heuristic algorithms [5]. Evolutionary algorithms including differential evolution [6], Genetic algorithms [7] have been applied in SEE for tuning parameters of the estimation models. Swarm intelligence based algorithms have also found use in SEE models including particle swarm optimization [8, 9], bee colony optimization [10] and ant colony optimization [11]. In this paper, Teacher-learner based algorithm (TLBO) has been applied to optimize the parameters of COCOMO model. TLBO, an iterative learning algorithm has similar characteristics with contemporary evolutionary computation (EC) algorithms. Rao and Patel [12] have suggested that TLBO has been found to produce better results as compared to other EC techniques including Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Differential Evolution (DE), and Artificial Bee Colony (ABC). The competition strategy characterizes the range of the main competition methods selected by the management of the enterprise: the price or non-price ones within the behaviour strategy. The selection of each of these strategies is associated with a certain degree of risk, arising, in particular, due to the inadequately evaluated capacity of competitors and own capacity, the competitive situation, the unpredictable changes in the economy, legal regulation, technology, ecology, society and politics [11].

The remaining paper is structured in different sections. Second section discusses different existing SEE models. In third section, related work on meta-heuristic algorithms is presented. Fourth section explains TLBO in detail. The proposed model is explained in fifth section and results are figured out in sixth section. In seventh section, conclusion and future scope are presented.

SOFTWARE EFFORT ESTIMATION MODELS

Algorithmic effort estimation techniques involve the use of mathematical formulas based on statistical data analysis. Some of the algorithmic estimation models include:

COCOMO-II Model: This model is an extension of COCOMO Intermediate model and effort is calculated as in equation 1.

\[
\text{Effort} = 2.9 \times (\text{KLOC})^{1.10}
\]  
\[ (1) \]
Bailey-Basili Model: The relationship between effort and lines of code is suggested by Bailey-Basili and is represented by equation 2.

\[ \text{Effort} = 5.5 \times (\text{KLOC})^{1.16} \]  
(2)

Software Engineering Laboratory (SEL) Model: This model has been suggested by Software Engineering Laboratory (SEL) of the Maryland University. According to SEL model, the effort estimate is evaluated as in equation 3.

\[ \text{Effort} = 1.4 \times (\text{KLOC})^{0.93} \]  
(3)

Halstead Model: In Halstead model, relationship between effort and KLOC is represented as in equation 4.

\[ \text{Effort} = 0.7 \times (\text{KLOC})^{1.15} \]  
(4)

RELATED WORK

Toka and Turetken [13] have discussed the accuracy comparison of different parametric software estimation models. They have utilized 51 genuine projects for evaluating the accuracy of estimates in terms of MMRE and suggested for a significant scope for improvement in effort estimates. Sarro [14] has discussed the use of meta-heuristic techniques for SEE and has concluded that these are able to enhance the effectiveness of estimation methods. Genetic algorithms have been implemented for developing effort estimation models by [15, 16, 17]. Ferrucci et al. [18] have reported the use of Tabu Search on Desharnais dataset for SEE and concluded that Tabu Search provides better estimates. Aljahdali and Sheta [6] have developed a model based upon differential evolution COCOMO-DE and the validation of the performance of the developed model was performed using NASA dataset. The proposed model was capable to provide more accurate estimates. Chalotra et al. [10] have implemented Bee Colony Optimization (BCO), a metaheuristic way to optimize the parameters of COCOMO. The results obtained show that the proposed BCO based model is able to improve the accuracy of cost estimation and also outperform other models. Chen and Zhang [11] have proposed an approach using ant colony optimization (ACO) algorithm for an event-based scheduler (EBS), which enables resource conflict modelling and task pre-emption. Dewan and Sehra [19] have utilized ACO to optimize the parameters of the organic mode of Basic COCOMO model using ACO technique and have concluded that proposed model performed better than the COCOMO model. PSO has been implemented by [8, 9, 20] for modification of the COCOMO parameters and it has been concluded that the resultant techniques significantly increase the accuracy of the COCOMO approach and also incorporate the much needed flexibility related to the software.
Teaching-Learning Based optimization (TLBO) Algorithm

Rao et al [21] have proposed a Teaching-Learning Based Optimization (TLBO) inspired by the teaching-learning process in the classroom. It is a population-based efficient algorithm that models the concept of transferring knowledge in the classroom. TLBO is called parameter-less optimization algorithm as there is no need of any specific parameters [12]. The algorithm simulates two vital means of learning: (a) through the teacher (teacher phase) and (b) interacting with different learners (learner phase). In TLBO algorithm, group of students (i.e. learner) is viewed as the population and the diverse subjects offered to the learners are related to unique design variables of the optimization problem. Fitness value of the optimization problem is equivalent to the results obtained by the learner.

Teacher Phase: In this phase, learners are created by using a randomly ordered state of points from population or search space. From these learners, a point is assumed as a teacher who transfers knowledge to the other learners in the population. The mean of the class depends on the capability of the teacher. If a teacher is a good teacher, then there is an increase in the mean of class from $M_A$ to $M_B$. But this does not solely depend on upon the capability of the teacher, it depends upon the capability of class as well.

Let $T_i$ be the point considered as teacher and $M_i$ is the corresponding mean. $M_{new}$ will be the new mean when $T_i$ will try to move mean $M_i$ towards its own level. The solution is generated as the difference between the two mean values is calculated as in equation 5.

$$\text{Difference}_\text{mean} = r_t (M_{\text{new}} - TF * M_i)$$

where $TF$ (teaching factor) is the deciding factor and $r_t$ is a random number in the range of $[0,1]$. The value of TF can be either 1 or 2, decided randomly with equal probability [22] and is represented as in equation 6.

$$TF = \text{round}(1 + \text{rand}(0,1)2 - 1)$$

New Solution is evaluated as shown in equation 7.

$$X_{\text{new}} = X_{\text{old},i} + \text{Difference}_\text{mean}_i$$

Learner phase: In this phase, interaction among learners is the key to knowledge improvement. A learner interacts randomly with other learners in the group by different modes of communication. A learner will improve his knowledge if and only if another learner knows something better than him or her. Learner knowledge improvement is represented by equations 8 and 9.

$$X_{\text{new},i} = X_{\text{old},i} + r_t(X_i - X_j), \text{iff}(X_i) < f(X_j)$$

$$X_{\text{new},i} = X_{\text{old},i} + r_t(X_j - X_i), \text{iff}(X_j) < f(X_i)$$
The steps of implementing the TLBO algorithm can be summarized as suggested by [21, 23].

Step 1. Problem is outlined and required parameters are initialized.
Step 2. Population or search space is initialized.
Step 3. Learners enhance their knowledge by interacting with the teacher in teacher phase.
Step 4. Learners further enhance their knowledge through the interaction with other learners.
Step 5. Stop criterion is evaluated and the algorithm is terminated when stop criteria is justified otherwise return to step 3.

PROPOSED METHODOLOGY

In this work, TLBO algorithm is implemented to improve effort estimation of COCOMO model. To improve effort estimation of COCOMO model, the output of COCOMO model in terms of MRE value can be given as input to TLBO algorithm. The TLBO algorithm will calculate the best value of MRE by executing various iteration using teaching rules and iteration at which MRE value is minimum can be considered as best MRE value of the project. The TLBO algorithm is the algorithm which is used for the optimization. In this research TLBO algorithm is applied to reduce MRE value of the COCOMO model by estimating predicted efforts more accurately. The steps of the proposed algorithm are as follows. Figure 1 depicts the flowchart of proposed methodology.

1. Input the value of MRE of each project which is calculated using COCOMO model.
2. Calculate the best value of MRE for each project for the learner phase.
3. Calculate the best teacher phase value of each project.
4. Select the best MRE value of each phase by comparing it with the last phase.
5. Steps 2, 3 and 4 are repeated until MRE value of each project is calculated.

Evaluation Criteria

Magnitude of Relative Error (MRE): MRE is used as a performance measure to evaluate the performance of the proposed model and is evaluated by using equation 10.

\[
MRE = \frac{\text{actual effort} - \text{predicted effort}}{\text{actual effort}}
\]  

(10)
Mean Magnitude of Relative Error (MMRE): The performance of the model is evaluated using MMRE which is calculated by using equation 11.

\[
\text{MMRE} = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{actual effort} - \text{predicted effort}}{\text{actual effort}}
\]

(11)

where actual effort is taken from the data set and predicted effort is from proposed model.

![Flowchart of proposed methodology](image)

**Figure 1:** Flowchart of proposed methodology
RESULTS

The validation of proposed model is performed by using a dataset of Interactive Voice Response (IVR) applications from software industry [24] as shown in Table 1. Various algorithmic models are implemented on the data set using equations 1-4. The performance of these algorithmic models including COCOMO-II, Bailey model, Halstead Model, BCO, and SEL is compared with proposed technique of TLBO algorithm for effort estimation. The MMRE of proposed model using TLBO is comparatively less than existing SEE models as shown in Figure 2. The values of MRE for different models is discussed in Table 1.

Table 1: MRE evaluation for different models

<table>
<thead>
<tr>
<th>Project No.</th>
<th>Size(KLOC)</th>
<th>Bailey-Basili</th>
<th>COCOMO-II</th>
<th>Halstead</th>
<th>SEL</th>
<th>BCO</th>
<th>TLBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.2</td>
<td>0.8987</td>
<td>0.8860</td>
<td>0.8967</td>
<td>0.8405</td>
<td>0.1681</td>
<td>0.1933</td>
</tr>
<tr>
<td>2</td>
<td>5.34</td>
<td>0.8940</td>
<td>0.8689</td>
<td>0.8940</td>
<td>0.8346</td>
<td>0.1669</td>
<td>0.1920</td>
</tr>
<tr>
<td>3</td>
<td>7.6</td>
<td>0.8845</td>
<td>0.8583</td>
<td>0.8845</td>
<td>0.8228</td>
<td>0.1646</td>
<td>0.1892</td>
</tr>
<tr>
<td>4</td>
<td>4.7</td>
<td>0.8700</td>
<td>0.8423</td>
<td>0.8700</td>
<td>0.8052</td>
<td>0.1610</td>
<td>0.1852</td>
</tr>
<tr>
<td>5</td>
<td>3.1</td>
<td>0.8553</td>
<td>0.8262</td>
<td>0.8553</td>
<td>0.7877</td>
<td>0.1575</td>
<td>0.1812</td>
</tr>
<tr>
<td>6</td>
<td>5.2</td>
<td>0.8100</td>
<td>0.7776</td>
<td>0.8100</td>
<td>0.7359</td>
<td>0.1472</td>
<td>0.1693</td>
</tr>
<tr>
<td>7</td>
<td>6.8</td>
<td>0.7997</td>
<td>0.7667</td>
<td>0.7997</td>
<td>0.7245</td>
<td>0.1449</td>
<td>0.1666</td>
</tr>
<tr>
<td>8</td>
<td>6.4</td>
<td>0.7946</td>
<td>0.7613</td>
<td>0.7946</td>
<td>0.7188</td>
<td>0.1438</td>
<td>0.1653</td>
</tr>
<tr>
<td>9</td>
<td>7.2</td>
<td>0.7946</td>
<td>0.7613</td>
<td>0.7946</td>
<td>0.7188</td>
<td>0.1438</td>
<td>0.1653</td>
</tr>
<tr>
<td>10</td>
<td>5.4</td>
<td>0.7894</td>
<td>0.7558</td>
<td>0.7894</td>
<td>0.7132</td>
<td>0.1426</td>
<td>0.1640</td>
</tr>
<tr>
<td>11</td>
<td>8.5</td>
<td>0.7842</td>
<td>0.7504</td>
<td>0.7842</td>
<td>0.7075</td>
<td>0.1415</td>
<td>0.1627</td>
</tr>
<tr>
<td>12</td>
<td>7.8</td>
<td>0.7632</td>
<td>0.7285</td>
<td>0.7632</td>
<td>0.6849</td>
<td>0.1370</td>
<td>0.1575</td>
</tr>
<tr>
<td>13</td>
<td>12.5</td>
<td>0.7558</td>
<td>0.7208</td>
<td>0.7558</td>
<td>0.6770</td>
<td>0.1354</td>
<td>0.1557</td>
</tr>
<tr>
<td>14</td>
<td>10.4</td>
<td>0.7526</td>
<td>0.7175</td>
<td>0.7526</td>
<td>0.6736</td>
<td>0.1347</td>
<td>0.1549</td>
</tr>
<tr>
<td>15</td>
<td>9.5</td>
<td>0.7472</td>
<td>0.7120</td>
<td>0.7472</td>
<td>0.6680</td>
<td>0.1336</td>
<td>0.1536</td>
</tr>
<tr>
<td>16</td>
<td>3.4</td>
<td>0.7365</td>
<td>0.7010</td>
<td>0.7365</td>
<td>0.6568</td>
<td>0.1314</td>
<td>0.1511</td>
</tr>
<tr>
<td>17</td>
<td>6.8</td>
<td>0.7312</td>
<td>0.6955</td>
<td>0.7312</td>
<td>0.6512</td>
<td>0.1302</td>
<td>0.1498</td>
</tr>
<tr>
<td>18</td>
<td>5.8</td>
<td>0.7096</td>
<td>0.6734</td>
<td>0.7096</td>
<td>0.6289</td>
<td>0.1258</td>
<td>0.1446</td>
</tr>
<tr>
<td>19</td>
<td>7.4</td>
<td>0.7096</td>
<td>0.6734</td>
<td>0.7096</td>
<td>0.6289</td>
<td>0.1258</td>
<td>0.1446</td>
</tr>
<tr>
<td>20</td>
<td>7.2</td>
<td>0.7041</td>
<td>0.6679</td>
<td>0.7041</td>
<td>0.6233</td>
<td>0.1247</td>
<td>0.1434</td>
</tr>
<tr>
<td>21</td>
<td>8.6</td>
<td>0.6987</td>
<td>0.6624</td>
<td>0.6987</td>
<td>0.6178</td>
<td>0.1236</td>
<td>0.1421</td>
</tr>
<tr>
<td>22</td>
<td>6.4</td>
<td>0.6987</td>
<td>0.6624</td>
<td>0.6987</td>
<td>0.6178</td>
<td>0.1236</td>
<td>0.1421</td>
</tr>
<tr>
<td>23</td>
<td>10.6</td>
<td>0.6987</td>
<td>0.6624</td>
<td>0.6987</td>
<td>0.6178</td>
<td>0.1236</td>
<td>0.1421</td>
</tr>
<tr>
<td>24</td>
<td>6.3</td>
<td>0.6877</td>
<td>0.6513</td>
<td>0.6877</td>
<td>0.6067</td>
<td>0.1213</td>
<td>0.1395</td>
</tr>
<tr>
<td>25</td>
<td>4.5</td>
<td>0.6822</td>
<td>0.6457</td>
<td>0.6822</td>
<td>0.6011</td>
<td>0.1202</td>
<td>0.1383</td>
</tr>
<tr>
<td>26</td>
<td>9.7</td>
<td>0.6767</td>
<td>0.6402</td>
<td>0.6767</td>
<td>0.5956</td>
<td>0.1191</td>
<td>0.1370</td>
</tr>
<tr>
<td>27</td>
<td>8.4</td>
<td>0.6767</td>
<td>0.6402</td>
<td>0.6767</td>
<td>0.5956</td>
<td>0.1191</td>
<td>0.1370</td>
</tr>
</tbody>
</table>
From the table, it is evident that value of MRE for proposed model is less than existing algorithmic models. Also from Table 2 the value of MMRE for proposed model is 0.23 and it has been widely accepted that if the MMRE is at most 0.25 then a software effort estimation model is considered acceptable. Figure 2 illustrates the comparison for MMRE between the proposed and existing algorithmic models.

![Figure 2: MMRE comparison of proposed model with existing models](image-url)
Table 2: Comparison of MMRE of different models

<table>
<thead>
<tr>
<th>Model</th>
<th>MMRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bailey-Basili</td>
<td>.6512</td>
</tr>
<tr>
<td>COCOMO-II</td>
<td>.6186</td>
</tr>
<tr>
<td>Halstead</td>
<td>.6511</td>
</tr>
<tr>
<td>SEL</td>
<td>.578</td>
</tr>
<tr>
<td>BCO</td>
<td>.2836</td>
</tr>
<tr>
<td>TLBO</td>
<td>.2385</td>
</tr>
</tbody>
</table>

CONCLUSION

Accurately estimating the effort required to develop a software has always been a concern for industry and academia. TLBO algorithm has proved to be an efficient optimization algorithm that can be implemented on very few parameters. In this paper, a model for SEE has been proposed using TLBO algorithm to provide better estimates. The performance of the developed model was validated using 48 projects of IVR dataset presented in [24]. The comparison of the performance of different models based on MRE and MMRE resulted in the better performance of proposed model. The value of MMRE for proposed model was 0.23 comparatively less than existing state of the art SEE algorithmic models. The proposed model was able to outperform the existing models in estimating the effort more accurately. In future, TLBO can be used with other meta-heuristic techniques to develop a hybrid model for SEE and more datasets can be used to validate the model.
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