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Abstract

In this paper a class of regression type estimators using the auxiliary
information on population mean and population variance is proposed under
stratified random sampling. In order to improve the performance of the
proposed class of estimator, the Jack-knifed versions are also proposed. A
comparative study of the proposed estimator is made with that of separate ratio
estimator, separate product estimator, separate linear regression estimator and
the usual stratified sample mean. It is shown that the estimators through
proposed allocation always give more efficient estimators in the sense of
having smaller mean square error than those obtained through Neyman

Allocation.
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INTRODUCTION OF THE PROPOSED ESTIMATOR
Let a population of size ‘N’ be stratified in to ‘L’ non-overlapping strata, the h"

under study and ‘x’ be the auxiliary variable. We denote by
Yy - The observation on the j™ unit of the population for the charectarstic ‘y’ under
study (j=12,.......,N,)in the h" stratum (h =1,2,......L).

X,; - The observation on the \795 unit of the population for the auxiliary charectarstic

‘x” under study (j =1,2,.......,N,) in the h" stratum (h=1,2,.....,L).
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thj’ - thj
h j=1

h j=1

1 .
_(I\Ih—l);(yhj_Yh) ’th (N, _1)2( h

where Y, and X, are population means of character ‘y’ and ‘x’ respectively in the
h" stratum.

:_Z(Xm )zh)z!o-jh__Z(yhj Yh)

h j=1 h j=1

- Xh) (ym _Y_h) = PnSnSy

xyh =

where p, is the population correlation coefficient between ‘x* and ‘y’ for the h"
stratum (j=12,....... N,

va 2
R _Y_h CZ _i Hozn CZ th _ Hoon
h o ! yh_Y_z Y—z ' ~xh V2 g2
h h h h h

Hogh = Z(th X,)P Yy — ~Y,)?: the (p,q)"population product moment about

N, 7=
mean between ‘x’ and ‘y’ for the h™ stratum (h=12,...... ,L).

S S . . -
B, =tn g, =Hun g 2 _ 5 2 e the population regression coefficient of y
20h Haon S X

on x for the h" stratum (h=1,2,......,L) .

Let a simple random sample of size n, be selected from the h" stratum without
replacement, without any loss of generality, we assume that first n, units have been
selected in the h"™ stratum from N, units by SRSWOR.

Moreover we assume that N, is so large that 1- f, =1.
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We define
Z Yij X = Z Xpj
nh =1 Ny =1

hi X,) ’yh Z(yhj yh

Z(Xm X:) Z(ym Vi)’

h j=1 h j=1

xyh

xh
P = %)y — o) By =

xh

Assuming that X, is knownvh=1,2,......,L.The proposed generalized estimator YleS
for estimating the population mean Y of the study variable is given by

r2 2
YA =ZL: {%[“M}Lbh(ihﬁ)}
xh

j=1

(1.1)

A2
es ZW {yh"‘eth(az j"‘bh(xh_Yh)}

j=1 xh

Where 6, are the characterizing scalars to be chosen suitably, population strata means

X, and population strata variances o, of the auxiliary variable x are assumed to be

known. It should be noted that for & =0 the proposed generalized estimator reduces
to the separate linear regression estimator given by

Yirs = iwh {yh +b, ()Zh —X, )} (1.2)

BIAS AND MEAN SQUARE ERROR OF THE PROPOSED ESTIMATOR \CS
Let

T X = _ 2 o2 _ A2 2
Yh— €on» _X_elh’sxyh_sxyh_eZh’th S =€ Oy — Oy =84

E(eOh) = E(em) = E(eZh) = E(e3h) = E(e4h) =0,vh=12,...L
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Now from (1.1.1) we have
A L

Y_as = ZWh {(Y_h +€p) + Hh(Y_h + e0h)|:e;2h} + 5, (1+ Seij(]-*‘eih]_ (_elh )} (2.1)
- o

= xh xyh

L — e, epe ] e e
Y95=th{ L+ O, | -+ 20+ B 1+i](1—ﬂ+ ...... )(—elh)}

a 2
j=1 | Oxn YhOh i Sxyh S
) - _ _
- — —| € e,.e e.e e.e
_ 4h 0hC4h 1h%oh , C1nCan
YHS -_ Wh Yh + eoh + eth _2 + Y—— + ﬂh _elh - S— + 8—2 + -------------
j=1 L Oyn hOxh i L xyh xh

Let the sample size be so large that |ei|, iI=0,1,2,3,4 ;Vvh=12,......,L;becomes so

small that terms of e;s having powers greater than two may be neglected. Under this
assumption, we get

E(\@S) :ZL:Wh {Vh +6, E(eogezlh) +ﬂ{E(elhe3h) B E(elheZh)}}

2
O-xh th Sxyh

Using the results given in Sukhatme and Sukhatme (1997) and proved in appendix

1 1 1 1
E(ey8;) = (_ - _] Haon E(8,85,) = (_ - _) Hoqp

n, N n, N

1 1
E(GOhe4h) :(n——N—Jﬂﬂh;Vh =1,2, ...... , L
h

h

we have

2 L — 1 1 o, y2/ M y2
E — W Y B h/*21h + 30h _ /"21h 22
(YGS) ; h[ h [nh Nhj{ Ufh ﬂh( sfh S ( )

xyh

Showing that @S is a biased estimator of population mean Y and its bias is given by:

va va X 1 1 N7} 7, 7
B =EK.)-Y. =YW ||l ——— h/f2ih | on Mo
(Yes) ( 65) h ; h[( nh Nhj{ th ﬂh[ th S (23)

xyh
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The mean square error of \?95 is given by:

2 2 — L —
MSE(Yys) = E(Yps Y )2 =E {th [%h +0.Y, (e‘l_zh +$_0h—e‘;hj+ﬂh (—elh - eglezh +elSh#+ ..... J]}
h=1 xh

xh h O-xh xyh

=1 xh

2
a L _ e
MSE(Yas) =E {zwh [eoh + ‘9th O_Lzh - :Bhelhj }

Using (2.2) to the first order of approximation, we have

2 thY_hz 2 2.2 ehY_h
E(e},)+E| el [+E(B, elh)+20—2E(eOheAh)—zﬁhE(eOhelh)

xh xh

~ L
MSE(Y,s) = > W,
j=1

|

Substituting the following results given in Sukhatme and Sukhatme (1997) and
proved in appendix

1 1 1 1 1 1
E(e§h) = L___jsjh- E(elzh) = (___j th- E(eOhelh) = (n__N_j Sxyh
h

n, N, n, N h
1 1 1 1 1 1
E(ejh) = (n_h_N_hJ(:uwh _/lzzoh ), E(eoneun) = (n_h_N_hJ Mo E(8€4,) = (n_h_N_hJ Hson
;Vvh=12,....,L
We get,
6,2Y,?
Sih +h—4h-(/—‘40h _/u220h)+ﬂhzsfh
2 L 1 1 Ox (2.4)
MSE(YHS)ZZWh N B B
i=1 h h 26.Y, 26,Y,
+ h2 o Hogp — Z,Bhsxyh - zhﬁh Haon
Osn Oxn
(1.2.4) is minimum when 4,Y, = MﬂZOh;Vh =12,..,L (2.5)

(,U40h ~ Hoon )

and the minimum mean square error of Y, is given by
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MSE (YAQS) = ZL:Wh [ni_Nth {(1_ phz)sjh _ (ﬂh/’lsoh _,U21h) }

(/140h — Hon )

wse(in) gy oo -Gl @9

THE PROPOSED JACK-KNIFE ESTIMATOR \?J

Let a simple random sample of size m=2n is drawn without replacement from the
population of size N. This sample of size m=2n is then split up at random into two
sub-samples each of size n. Let us define:

VO - Zw{yﬁ@hyh(; }b( _Xh)}

j=1 xh

SN v - [ Sn 7 v S S St

— X o _ (2) — 29 /@) _ o
Yo = E W, Y +6.%, | -1 +bh(Xh xh) Where b 5 R =20 b =20
=L o

xh xh xh xh

where y(l) y@ , Y, be the respective sample means based on two sub-samples of

size n and the entire sample of size 2n for the characteristic y under study;
2(1 2(2 2 .

Xn(l),xrfz) X,, and S, @ 'Sy ( ) ,S,; be the corresponding mean and sample

~A2(1) ~2(2)

variances for the auxnlary varlable x. Also 65V, 629 62

e are given by:

A2(1) z(x(l) X)?, 6 A2(2) Z(X(Z) X)?, 62 :Ziznl(xi—i)2
Nz

It can be easily seen that
B(Yig(hl)):[i_ 1 J hIUZlh ﬁh[ﬂagh_m] ,B(@E]z))Z(i— 1 j h:u21h ﬁh(ﬂsgh_@]
N N, O-xh Sy Sxyh n, N, th S Sxyh

3.1)
B(Yi)f))= (i_ 1 } hﬂzm + B, ,Uagh _Han || _ B,
n, N, O'xh Sy Sxyh
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Let us define:

ias(V 1 1\ew, YO Al

Buaswgh“’):{ ) S+ ) St

e 1 1)\[g@ Yo' (1) we )]

BIaS(th(l)):{ E_N_hj _zeh Houn * 207, (ﬂ40h_ﬂ220h) B, Si%h S:: (2.2.3)
e 1 191 Yg"(1) ﬂ 4

B'aS(th(3)):{ E_N_hj{ T Hon ™ 20y, (st =t ) + S3x20hh Zlh

Be an alternative estimator of the population mean (Y ). The bias of \79' IS given by:

3wl o) -

Xh xyh

With Rz(ij the following jack-knifed estimator is proposed for estimating the

2

population mean Y as:

> N-2n |z

S >, Y(3)_ Y!

. Y“)—R(Yeh) {Z(N—n)} o
‘A (3.2

b (1-R) (1-R)

Taking expectation of (2.2.4) we have

e sl
E()= (1-R)

E(Y.)=Y (3.3)

showing that (\71) is an unbiased estimate of population mean Y to the first order of

approximation.

MEAN SQUARE ERROR OF \7]

2, 6, 2Y i 2 2g2
. 1 1 Sih +o_— (/U40h /‘l20h)+ﬂh Sin ( 4 1)
o X 4.
MSE((Yj ))=Z h(”__'\‘_j 20\7 20N, 3
j=1 h h
+ Hogp — 2,Bhsxyh - :)_zh . Haon

xh xh
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(ﬂh,uzoh — Hon )

(1.2) is minimum when 6,Y, = ( . )
Haon — Haon

Lo V=12, L 4.2)

and the minimum mean square error of Y, is given by

(7)) =S (-t o - Ut

j=1 h h (/140h — Hon )

MSE ((ﬁ))m - iwh [i_Nih] {(1—/%2)531  (Buktaon = Han )2} (4.3)

Ny ,U220h (ﬁzh _1)

OPTIMUM ALLOCATION WITH THE PROPOSED CLASS

L
Consider the cost functionC =C, +Zchnh , Where C; is fixed cost and c, be the cost

h=1
of drawing per unit sample within h™ stratum respectively, we have
> =W Bottson =ty )’
V(Yes) ' :Z_h (1_ph2)sjh _( h/*30h 221h) (5.1)
min o My (/‘40h _IUZOh)

we wish to minimize this variance for fixed cost to find out n,. For this we apply
Lagrange’s method of multipliers. Accordingly, we define:

L
+/1[Zchnh—c +Coj
h=1

where A is constant known as Lagrange’s multiplier.

¢=V(Yles)

min

L 2

or ¢ —Z%{(l—phz)sjh—(ﬂ“”““”21“) }m[ichnh—cwo] (5.2)

i7 My <ﬂ40h - IUZZOh)

Differentiating (4.3.2) with respect to n, and equating to zero, we get

2 B 2
_M(i_i}{(l_phz)sjh_(:BhﬂSOh :u21h) }+/Ich -0

/U220h (,Bzh _1)

M{(l_phz)sz _(ﬁhﬂsoh /u21h) } ‘vh=12..L (5.3)
C

4 /J220h (/Bzh _1)
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Summing over all strata we have

1
.
W, (,Bhluaoh _:UZlh) }2 (5.4)
Cy

1< 2\e2 _
”zﬁg Je {(1_" )S Hon (Bon =1)

Taking ratio of (1.3.3) and (1.3.4) we obtain

1
lWh{(l_phz)th _ (,Bhluaoh — Homn )2 }2
vh=1,2,

/1220h (ﬁzh _1) L (5.5)

1 <& W, 2\ @2 (ﬂhﬂsoh ~ Mo )2 ’
—\ ——=1(1- h Syh - 2
B sG]

Assuming cost of drawing per unit sample in each stratum is same. The optimum
allocation (4.3) reduces to

L
ﬂh:usoh_:uﬂh)z ?
W, < (1-p,?)S2 —(
h{( " ) " ,U220h (ﬂzh _1)

n,=n -vh=12,...L (5.6)

iwh {(1_ phz ) Szh _ (ﬂh,usoh — Mo )2 }2
y
j=1

/1220h (ﬁZh _l)

Substituting the value from (1.3.6) in (1.3.1) we have

2

2 1< (ﬁ Haon — H )2 2
V(%) =W (1) sg - Ll oy (say) 57)
o5 minopt N4 h{( " ) " /u220h (ﬂzh _1) "

CONCLUDING REMARKS
The mean square error of the separate linear regression estimator is given by

MSE(Yirs) = thz (i_Nij(l_pﬁ )th (6.1)

h h

Also the minimum mean square error of the proposed generalized regression type
estimator Y, is given by

| ZZL:WhZ [%_Nij{(l_phz)sjh_(ﬁhﬂmh _IUZlh) } (6.2)

min ,U220h (ﬁzh _1)

MSE (@S)
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Therefore the proposed class of estimators YA678 and(?j*) may be preferred to the

separate linear regression estimator, separate ratio estimator, separate product
estimator and the usual stratified sample mean in the sense of smaller mean square

error. Further the parameter involved &, may be estimated by the corresponding

sample value in order to get a class of estimators depending upon estimated optimum
value.

The variance of stratified sample mean Yy, under Neyman allocation

W.S
n, =n—4——2>—
ZWhSyh
h=1
Is given byV (¥,,),, (ZW S j (ignoring f.p.c)

It is evident that V

o 1S always smaller than V (V)

Ny EXCEPL for the case when p, =0

and S, i, = g, Simultaneously.
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