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Abstract 
The paper provides the reliability and availability 

analysis for a drill bit system. Using periodic 

inspection policy, if the unit is found to have suffered 

a failure, it can be repaired or replaced by an identical 

standby unit if available. The repair of individually 

failed units are done by single repair facility (one 

repair at a time) whereas the repair rate depends on the 

failure mode of the units.Keeping in mind the 

limitation of the Markov model the failure and repair 

rates are taken as constant. Active redundancy 

technique is used for enhancing the system availability 

where more than one machines are connected in 

parallel manner so that load on single machine can be 

reduced. The set of ordinary differential equations are 

obtained for the change of probability of being in 

respective system states with respect to time in each 

model. The system of rate equations is solved using 

Runge-Kutta method in MATLAB and thus derives 

availability, reliability and sensitivity analysis of this 

system. Sensitivity analysis is also carried out by 

varying the repair rate of the system. These results can 

be used for enhancing the system availability and 

reduced the down time and maintenance cost. 

 

Keywords: Reliability, Availability, Markov 

Process, Series and Parallel system, State transition 

diagram 

 

Introduction 
Engineering systems have becoming complicating day 

by day, and rapidly increasing the cost of equipment 

challenges the plant personnel or job analyst that to 

maintain the system performance so that to produce 

the desirable profit under a predetermined time. 

However the failure is an inevitable phenomenon in an 

industrial system. With mechanical systems and 

particularly those containing heavy machinery, is 

difficult for the system analyst to maintain and predict 

its reliability. There can be considerable variance in 

the failure frequencies and average repair times of 

components which are not revealed by conventional 

methods of reliability analysis. Operational, 

environmental and maintenance conditions which may 

affect the validity of the generic reliability data used in 

assessing equipment and system availability also need 

to be studied. A subjective evaluation of the factors 

which can lead to uncertainties in the basic data is 

necessary to ensure that predictions based on the 

assumption of constant hazard rates are taken. 

Markov analysis is an important technique which is 

used for reliability and availability analysis of any 

plant layout. State transition diagram is used for 

showing the reliability behavior in which set of 

discrete states used to show the transition of the system 

from available to failure mode. Markov models consist 

of comprehensive representations of possible chains of 

events, i.e. transitions within systems which, in the 

case of reliability and availability analysis, correspond 

to sequences of failures and repair. The paper 

describes specific computational approach to 

reliability analysis of complex systems, which 

behavior is described by the Markov chain finite-

state transition diagram which contains two no 

crossing sets of arbitrary configuration states, 

transitions between which is possible only through an 

one intermediate state. Reliability is defined as the 

probability that any component will operate 

successfully for a given period of time under specific 

operating and environmental conditions. For plant 

where the systems are repairable, the repair process as 

well as the failure process needs consideration. It is 
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usual (because of the relative limitations of the 

failure/repair data available) to consider steady state 

operation when the plant is assumed to have settled 

down and thus failure time and repair time are random 

variables. For this steady state model the 

availability, A, the probability to function on demand, 

is also a random variable and is defined as the ratio of 

the uptime to the total time. Hence 

A =  
MTTF

MTTF + MTTR
 

where 

MTTF = Mean time to failure 

MTTR = mean time to repair 

With this simple expression it is possible to calculate 

global estimates of the availabilities of equipment and 

to combine these logically to determine the expected 

availability of a system. 

 

Assumptions: 

We consider this unit system with the following 

assumptions: 

 All the states are independent and not depend 

upon the past history. Failure abd repair rates 

are constant throughout the process and 

follows exponential distribution. 

 Repair or replacement facilities are available 

at sufficient extent. 

 Only one failure is assumed at a time. 

 Standby subsystems are used in the layout 

and it is used for the replacement of any 

failed subsystem. 

 Failure and repair rates are statistically 

independent. 

 Repair is conducted on the basis of priority of 

the sub-system. 

 

System Description 

 
Figure 1: Layout of manufacturing cell 

 

In this system one lathe, one heat treatment machine, 

2 grinding machines and 2 surface treatment machines 

are connected in series manner whereas two grinders 

are in parallel manner and two surface treatment 

machines are also in parallel way. In active 

redundancy, all the machines are working and the load 

is evenly distributed among them. 

 

Reliability of the system 
This is a hybrid type of structure in which series and 

parallel both type of configuration are present. 

Reliability of the system can be evaluated by 

following formula. After analysis it had been seen that 

in lathe failure occur after 359.02 hours, in grinders 

failure occur after 562.136 hours, in HT failure occur 

after 1000 hours and in ST it occur after 185.53 hours. 

λ =  1/ failure time(hrs) 

Taking λ1 = 0.00279, λ2 = 0.0001, λ3 = 0.00178, λ4 = 

0.00178, λ5 = 0.00539, λ6 = 0.00539,  

μ1 = 0.033, μ2 = 0.0271, μ3 = 0.0461, μ4 = 0.0461, μ5 

= 0.0167 and μ6 = 0.0167 

In this layout Lathe, Heat treatment machine, Grinding 

and Surface treatment machines are in series. So 

reliability of the system is given by: 

𝑅1 = 𝑒−𝜆1𝑡 

𝑅2 = 𝑒−𝜆2𝑡 

𝑅3 = [1 − {1 − 𝑒−𝜆3𝑡} ∗ {1 − 𝑒−𝜆4𝑡}] 

𝑅4 = [1 − {1 − 𝑒−𝜆5𝑡} ∗ {1 − 𝑒−𝜆6𝑡}] 
Rsys= R1*R2*R3*R4 

 

Table 1: Manufacturing cell reliability estimation – 

Sensitivity analysis 

 

Reliabil

ity at 

Lathe HT Grind ST Rsys 

8 hours 0.977

9 

0.99

92 

0.998 0.998

2 

0.97

34 

30 

hours 

0.919

7 

0.99

7 

0.997

3 

0.977

7 

0.89

41 

60 

hours 

0.845

8 

0.99

4 

0.989

7 

0.923

6 

0.73

85 

100 

hours 

0.756

54 

0.99

01 

0.973

4 

0.826

38 

0.60

25 

200hou

rs 

0.572

35 

0.98

02 

0.910

28 

0.564

76 

0.28

84 

 

Notation: 

 
A=Lathe in working State 

B= Heat treatment machine in working state 

C= grinding machine 1 in working state 

C1= grinding machine 2 in working state 

D= surface treatment machine 1 in working state 

D1= surface treatment machine 2 in working state 

a, b, c, d = lathe, heat treatment, grinding, surface 

treatment machines in failure state respectively 

λi,i=1, 2, 3, 4, 5, 6 represents the failure rate of 

subsystem A, B, C, C2, D, D2 
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µi ,i=1, 2, 3, 4, 5, 6 represents the repair rate of 

subsystem A, B, C, C2, D, D2 

O= Operating 

F=Failure 

 

Availability Analysis by Using Active Redundancy: 

In active redundancy system load of the system is 

reduced by joining multiple components in parallel 

manner. Loads are distributed among there parallel 

components. Two Grinding machines and two surface 

treatment machines are connected to reduce the load 

of the system and improve availability of the system. 

Active redundancy transition diagram can be seen as 

under: 
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Fig 2: Transition Diagram in Active Redundancy 

 

Table 1: Working and Failure State of the System 

 A B C C1 D D1 System State Notation System 

1 O F O O O O 
 

FAIL 

2 F O O O O O 
 

FAIL 

1. AoBfCooDoo 

2. AfBoCooDoo 
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3 O O O F O O 

 

WORKING 

4 O O F O O O 

 

WORKING 

5 O O F O F O 

 

WORKING 

6 O O F O F O 

 

WORKING 

7 O O O F O F 

 

WORKING 

8 O O O F F O 

 

WORKING 

9 O O F F O O 
 

FAIL 

10 F O O F O O 
 

FAIL 

11 O F O F O O 

 

FAIL 

12 O O O F F F 
 

FAIL 

13 O O O F O F 
 

FAIL 

14 O F O F O F 
 

FAIL 

15 O O F F O F 
 

FAIL 

16 F O O F F O 
 

FAIL 

17 O F O F F O 
 

FAIL 

18 O O F F F O 
 

FAIL 

19 O O O F F F 

 

FAIL 

20 O O F F O O 
 

FAIL 

3. AoBoCofDoo 

 

4. AoBoCfoDoo 

5. AoBoCfoDfo 

6. AoBoCfoDfo 

7. AoBoCofDof 

8. AoBoCofDfo 

9. AoBoCffDoo 

 
10. AfBoCofDoo 

 
11. AoBfCofDoo 

 
12. AoBoCofDff 

13.AfBoCofDof 

14. AoBfCofDof 

15. AoBoCffDof 

16.AfBoCofDfo 

17.AoBfCofDfo 

18. AoBoCffDfo 

19. AoBoCofDff 

20. AoBoCffDoo 
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21 O F F O O O 
 

FAIL 

22 F O F O O O 
 

FAIL 

23 F O F O F O 
 

FAIL 

24 O O O O O O 
 

WORKING 

25 O F F O F O 
 

FAIL 

26 O O F F F O 
 

FAIL 

27 O O F O F F 
 

FAIL 

28 O O F O F F 
 

FAIL 

29 O O F F F O 
 

FAIL 

30 O F F O F O 
 

FAIL 

31 F O F O F O 
 

FAIL 

32 O O O O O F 

 

WORKING 

33 O O F O O F 

 

WORKING 

34 O O O F O F 

 

WORKING 

35 O O O O F O 

 

WORKING 

36 O O F O F O 

 

WORKING 

37 O O O F F O 

 

WORKING 

38 O O O O F F 
 

FAIL 

21. AoBfCfoDoo 

22. AfBoCfoDoo 

23. AfBoCfoDfo 

24. 

AoBoCooDoo O 

25. AoBfCfoDfo 

26. AoBoCffDfo 

27. AoBoCfoDff 

28. AoBoCfoDff 

29. AoBoCffDfo 

30. AoBfCfoDfo 

31. AfBoCfoDfo 

32. AoBoCooDof 

33. AoBoCfoDof 

34. AoBoCofDof 

35. AoBoCooDfo 

36. AoBoCfoDfo 

37. AoBoCofDfo 

38. AoBoCooDff 
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39 O F O O O F 
 

FAIL 

40 F O O O O F 
 

FAIL 

41 O O O F F F 
 

FAIL 

42 O O F F O F 
 

FAIL 

43 O O O F O F 
 

FAIL 

44 F O O F O F 
 

FAIL 

45 F O F O O F 
 

FAIL 

46 O F F O O F 
 

FAIL 

47 O O F O F F 
 

FAIL 

48 O O F F O F 
 

FAIL 

49 F O O O F O 
 

FAIL 

50 O F O O F O 
 

FAIL 

51 O O O O F F 
 

FAIL 

52 F O O F F O 
 

FAIL 

53 O F O F F O 
 

FAIL 

54 O O F F F O 
 

FAIL 

55 O O O F F F 
 

FAIL 

56 O O F O F F 
 

FAIL 

57 O O F F F O 
 

FAIL 

58 O F F O F O 
 

FAIL 

39. AoBfCooDof 

40. AfBoCooDof 

41. AoBoCofDff 

42. AoBoCffDof 

43. AoBfCofDof 

44. AfBoCofDof 

45. AfBoCfoDof 

46. AoBfCfoDof 

47. AoBoCfoDff 

48. AoBoCffDof 

49. AfBoCooDfo 

50. AoBfCooDfo 

51. AoBoCooDff 

52. AfBoCofDfo 

53. AoBfCofDfo 

54.AoBoCffDfo 

55. AoBoCofDff 

56. AoBoCfoDff 

57. AoBoCffDfo 

58. AoBfCfoDfo 
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59 F O F O F O 
 

FAIL 

SOLUTION OF SYSTEM MODEL 
These are the mathematical differential equation 

showing transformation state of the system. 
𝒅𝑷𝟏

𝒅𝒕
= −𝜇2𝑃1(𝑡) + 𝜆2𝑃24(𝑡) 

𝒅𝑷𝟐

𝒅𝒕
= −𝜇1𝑃2(𝑡) + 𝜆1𝑃24(𝑡) 

𝒅𝑷𝟑

𝒅𝒕
= −(𝜇4 + 𝜆3 + 𝜆1 + 𝜆2 + 𝜆6 + 𝜆5)𝑃3(𝑡)

+ 𝜆4𝑃24(𝑡) + 𝜇3𝑃9(𝑡) + 𝜇1𝑃10(𝑡)
+ 𝜇2𝑃11(𝑡) + 𝜇6𝑃7(𝑡) + 𝜇5𝑃8(𝑡) 

𝒅𝑷𝟒

𝒅𝒕
= −(𝜇3 + 𝜆1 + 𝜆2 + 𝜆4 + 𝜆5 + 𝜆6)𝑃4(𝑡)

+ 𝜆3𝑃24(𝑡) + 𝜇4𝑃20(𝑡) + 𝜇2𝑃21(𝑡)
+ 𝜇1𝑃22(𝑡) + 𝜇5𝑃6(𝑡) + 𝜇6𝑃5( 𝑡) 

𝒅𝑷𝟓

𝒅𝒕
= −(𝜇6 + 𝜆1 + 𝜆2 + 𝜆4 + 𝜆5)𝑃5(𝑡) + 𝜆6𝑃4(𝑡)

+ 𝜇1𝑃31(𝑡) + 𝜇2𝑃30(𝑡) + 𝜇4𝑃29(𝑡)
+ 𝜇5𝑃28(𝑡) 

𝒅𝑷𝟔

𝒅𝒕
= −(𝜇5 + 𝜆1 + 𝜆2 + 𝜆4 + 𝜆6)𝑃6(𝑡) + 𝜆5𝑃4(𝑡)

+ 𝜇6𝑃27(𝑡) + 𝜇4𝑃26(𝑡) + 𝜇2𝑃25(𝑡)
+ 𝜇1𝑃23(𝑡) 

𝒅𝑷𝟕

𝒅𝒕
= −(𝜇6 + 𝜆1 + 𝜆2 + 𝜆3 + 𝜆5)𝑃7(𝑡) + 𝜆6𝑃3(𝑡)

+ 𝜇5𝑃12(𝑡) + 𝜇1𝑃13(𝑡) + 𝜇2𝑃14(𝑡)
+ 𝜇3𝑃15(𝑡) 

𝒅𝑷𝟖

𝒅𝒕
= −(𝜇5 + 𝜆1 + 𝜆2 + 𝜆3 + 𝜆6)𝑃8(𝑡) + 𝜆5𝑃3(𝑡)

+ 𝜇1𝑃16(𝑡) + 𝜇2𝑃17(𝑡) + 𝜇3𝑃18(𝑡)
+ 𝜇6𝑃19(𝑡) 

𝒅𝑷𝟗

𝒅𝒕
= −𝜇3𝑃9(𝑡) + 𝜆3𝑃3(𝑡) 

𝒅𝑷𝟏𝟎

𝒅𝒕
= −𝜇1𝑃10(𝑡) + 𝜆1𝑃3(𝑡) 

𝒅𝑷𝟏𝟏

𝒅𝒕
= −𝜇2𝑃11(𝑡) + 𝜆2𝑃3(𝑡) 

𝒅𝑷𝟏𝟐

𝒅𝒕
= −𝜇5𝑃12(𝑡) + 𝝀𝟓𝑃7(𝑡) 

𝒅𝑷𝟏𝟑

𝒅𝒕
= −𝜇1𝑃13(𝑡) + 𝜆1𝑃7(𝑡) 

𝒅𝑷𝟏𝟒

𝒅𝒕
= −𝜇2𝑃14(𝑡) + 𝝀𝟐𝑃7(𝑡) 

𝒅𝑷𝟏𝟓

𝒅𝒕
= −𝜇3𝑃15(𝑡) + 𝜆3𝑃7(𝑡) 

𝒅𝑷𝟏𝟔

𝒅𝒕
= −𝜇1𝑃16(𝑡) + 𝜆1𝑃8(𝑡) 

𝒅𝑷𝟏𝟕

𝒅𝒕
= −𝜇2𝑃17(𝑡) + 𝜆2𝑃8(𝑡) 

𝒅𝑷𝟏𝟖

𝒅𝒕
= −𝜇3𝑃18(𝑡) + 𝜆3𝑃8(𝑡) 

𝒅𝑷𝟏𝟗

𝒅𝒕
= −𝜇6𝑃19(𝑡) + 𝜆6𝑃8(𝑡) 

𝒅𝑷𝟐𝟎

𝒅𝒕
= −𝜇4𝑃20(𝑡) + 𝜆4𝑃4(𝑡) 

𝒅𝑷𝟐𝟏

𝒅𝒕
= −𝜇2𝑃21(𝑡) + 𝜆2𝑃4(𝑡) 

𝒅𝑷𝟐𝟐

𝒅𝒕
= −𝜇1𝑃22(𝑡) + 𝜆1𝑃4(𝑡) 

𝒅𝑷𝟐𝟑

𝒅𝒕
= −𝜇1𝑃23(𝑡) + 𝜆1𝑃6(𝑡) 

𝒅𝑷𝟐𝟒

𝒅𝒕
= −(𝜆1 + 𝜆2 + 𝜆3 + 𝜆4 + 𝜆5 + 𝜆6)𝑃24(𝑡)

+ 𝜇2𝑃1(𝑡) + 𝜇1𝑃2(𝑡) + 𝜇4𝑃3(𝑡)
+ 𝜇3𝑃4(𝑡) + 𝜇5𝑃35(𝑡) + 𝜇6𝑃32(𝑡) 

𝒅𝑷𝟐𝟓

𝒅𝒕
= −𝜇2𝑃25(𝑡) + 𝜆2𝑃6(𝑡) 

𝒅𝑷𝟐𝟔

𝒅𝒕
= −𝜇4𝑃26(𝑡) + 𝜆4𝑃6(𝑡) 

𝒅𝑷𝟐𝟕

𝒅𝒕
= −𝜇6𝑃27(𝑡) + 𝜆6𝑃6(𝑡) 

𝒅𝑷𝟐𝟖

𝒅𝒕
= −𝜇5𝑃28(𝑡) + 𝜆5𝑃5(𝑡) 

𝒅𝑷𝟐𝟗

𝒅𝒕
= −𝜇4𝑃29(𝑡) + 𝜆4𝑃5(𝑡) 

𝒅𝑷𝟑𝟎

𝒅𝒕
= −𝜇2𝑃30(𝑡) + 𝜆2𝑃5(𝑡) 

𝒅𝑷𝟑𝟏

𝒅𝒕
= −𝜇1𝑃31(𝑡) + 𝜆1𝑃5(𝑡) 

𝒅𝑷𝟑𝟐

𝒅𝒕
= −(𝜇6 + 𝜆1 + 𝜆2 + 𝜆3 + 𝜆4 + 𝜆5)𝑃32(𝑡)

+ 𝜆6𝑃24(𝑡) + 𝜇1𝑃40(𝑡) + 𝜇2𝑃39(𝑡)
+ 𝜇3𝑃33(𝑡) + 𝜇4𝑃34(𝑡) + 𝜇5𝑃38(𝑡) 

𝒅𝑷𝟑𝟑

𝒅𝒕
= −(𝜇3 + 𝜆1 + 𝜆2 + 𝜆4 + 𝜆5)𝑃33(𝑡)

+ 𝜆3𝑃32(𝑡) + 𝜇1𝑃45(𝑡) + 𝜇2𝑃46(𝑡)
+ 𝜇4𝑃48(𝑡) + 𝜇5𝑃47(𝑡) 

𝒅𝑷𝟑𝟒

𝒅𝒕
= −(𝜇4 + 𝜆1 + 𝜆2 + 𝜆3 + 𝜆5)𝑃34(𝑡)

+ 𝜆4𝑃32(𝑡) + 𝜇1𝑃44(𝑡) + 𝜇2𝑃43(𝑡)
+ 𝜇3𝑃42(𝑡) + 𝜇5𝑃41(𝑡) 

𝒅𝑷𝟑𝟓

𝒅𝒕
= −(𝜇5 + 𝜆1 + 𝜆2 + 𝜆3 + 𝜆4 + 𝜆6)𝑃35(𝑡)

+ 𝜆5𝑃24(𝑡) + 𝜇1𝑃49(𝑡) + 𝜇3𝑃36(𝑡)
+ 𝜇2𝑃50(𝑡) + 𝜇6𝑃51(𝑡) + 𝜇4𝑃37(𝑡) 

𝒅𝑷𝟑𝟔

𝒅𝒕
= −(𝜇3 + 𝜆1 + 𝜆2 + 𝜆4 + 𝜆6)𝑃36(𝑡)

+ 𝜆3𝑃35(𝑡) + 𝜇1𝑃59(𝑡) + 𝜇2𝑃58(𝑡)
+ 𝜇4𝑃57(𝑡) + 𝜇6𝑃56(𝑡) 

𝒅𝑷𝟑𝟕

𝒅𝒕
= −(𝜇4 + 𝜆1 + 𝜆2 + 𝜆3 + 𝜆6)𝑃37(𝑡)

+ 𝜆4𝑃35(𝑡) + 𝜇1𝑃52(𝑡) + 𝜇2𝑃53(𝑡)
+ 𝜇4𝑃54(𝑡) + 𝜇6𝑃55(𝑡) 

59. AfBoCfoDfo 
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𝒅𝑷𝟑𝟖

𝒅𝒕
= −𝜇5𝑃38(𝑡) + 𝜆5𝑃32(𝑡) 

𝒅𝑷𝟑𝟗

𝒅𝒕
= −𝜇2𝑃39(𝑡) + 𝜆2𝑃32(𝑡) 

𝒅𝑷𝟒𝟎

𝒅𝒕
= −𝜇1𝑃40(𝑡) + 𝜆1𝑃32(𝑡) 

𝒅𝑷𝟒𝟏

𝒅𝒕
= −𝜇5𝑃41(𝑡) + 𝜆5𝑃34(𝑡) 

𝒅𝑷𝟒𝟐

𝒅𝒕
= −𝜇3𝑃42(𝑡) + 𝜆3𝑃34(𝑡) 

𝒅𝑷𝟒𝟑

𝒅𝒕
= −𝜇2𝑃43(𝑡) + 𝜆2𝑃34(𝑡) 

𝒅𝑷𝟒𝟒

𝒅𝒕
= −𝜇1𝑃44(𝑡) + 𝜆1𝑃34(𝑡) 

𝒅𝑷𝟒𝟓

𝒅𝒕
= −𝜇1𝑃45(𝑡) + 𝜆1𝑃33(𝑡) 

𝒅𝑷𝟒𝟔

𝒅𝒕
= −𝜇2𝑃46(𝑡) + 𝜆2𝑃33(𝑡) 

𝒅𝑷𝟒𝟕

𝒅𝒕
= −𝜇5𝑃47(𝑡) + 𝜆5𝑃33(𝑡) 

𝒅𝑷𝟒𝟖

𝒅𝒕
= −𝜇4𝑃48(𝑡) + 𝜆4𝑃33(𝑡) 

𝒅𝑷𝟒𝟗

𝒅𝒕
= −𝜇1𝑃49(𝑡) + 𝜆1𝑃35(𝑡) 

𝒅𝑷𝟓𝟎

𝒅𝒕
= −𝜇2𝑃50(𝑡) + 𝜆2𝑃35(𝑡) 

𝒅𝑷𝟓𝟏

𝒅𝒕
= −𝜇6𝑃51(𝑡) + 𝜆6𝑃35(𝑡) 

𝒅𝑷𝟓𝟐

𝒅𝒕
= −𝜇1𝑃52(𝑡) + 𝜆1𝑃37(𝑡) 

𝒅𝑷𝟓𝟑

𝒅𝒕
= −𝜇2𝑃53(𝑡) + 𝜆2𝑃37(𝑡) 

𝒅𝑷𝟓𝟒

𝒅𝒕
= −𝜇3𝑃54(𝑡) + 𝜆3𝑃37(𝑡) 

𝒅𝑷𝟓𝟓

𝒅𝒕
= −𝜇6𝑃55(𝑡) + 𝜆6𝑃37(𝑡) 

𝒅𝑷𝟓𝟔

𝒅𝒕
= −𝜇6𝑃56(𝑡) + 𝜆6𝑃36(𝑡) 

𝒅𝑷𝟓𝟕

𝒅𝒕
= −𝜇4𝑃57(𝑡) + 𝜆4𝑃36(𝑡) 

𝒅𝑷𝟓𝟖

𝒅𝒕
= −𝜇2𝑃58(𝑡) + 𝜆2𝑃36(𝑡) 

𝒅𝑷𝟓𝟗

𝒅𝒕
= −𝜇1𝑃59(𝑡) + 𝜆1𝑃36(𝑡) 

 

RELIABILITY ANALYSIS OF 

MANUFACTURING CELL  
This is a hybrid type of structure in which series and 

parallel both type of configuration are present. 

Reliability of the system can be evaluated by 

following formula. After analysis it had been seen that 

in lathe failure occur after 359.02 hours, in grinders 

failure occur after 562.136 hours(after 60000 

components), in HT failure occur after 1000 

hours(after 80000 components), in ST it occur after 

185.53 hours. 

λ =  1/ failure time(hrs) 

Taking λ1 = 0.00279, λ2 = 0.0001, λ3 = 0.00178, λ4 = 

0.00178, λ5 = 0.00539, λ6 = 0.00539,  

μ1 = 0.033, μ2 = 0.0271, μ3 = 0.0461, μ4 = 0.0461, μ5 

= 0.0167 and μ6 = 0.0167 

In this layout Lathe, Heat treatment machine, Grinding 

and Surface treatment machines are in series. So 

reliability of the system is given by: 

𝑅1 = 𝑒−𝜆1𝑡 

𝑅2 = 𝑒−𝜆2𝑡 

𝑅3 = [1 − {1 − 𝑒−𝜆3𝑡} ∗ {1 − 𝑒−𝜆4𝑡}] 

𝑅4 = [1 − {1 − 𝑒−𝜆5𝑡} ∗ {1 − 𝑒−𝜆6𝑡}] 
Rsys= R1*R2*R3*R4 

 

Table 2: Manufacturing cell reliability estimation – 

Sensitivity analysis 

Reliabil

ity at 

Lathe HT Grind ST Rsys 

8 hours 0.977

9 

0.99

92 

0.998 0.998

2 

0.97

34 

30 

hours 

0.919

7 

0.99

7 

0.997

3 

0.977

7 

0.89

41 

60 

hours 

0.845

8 

0.99

4 

0.989

7 

0.923

6 

0.73

85 

100 

hours 

0.756

54 

0.99

01 

0.973

4 

0.826

38 

0.60

25 

200hou

rs 

0.572

35 

0.98

02 

0.910

28 

0.564

76 

0.28

84 

 

Availability of the System 

Availability can be evaluated with the help of 

available state in which system is working by using 

failure and repair rate of each component. 

Availability= 𝑃3 +  𝑃4 + 𝑃5 +  𝑃6 + 𝑃7 +  𝑃8 +
 𝑃24 + 𝑃32 + 𝑃33 + 𝑃34 + 𝑃45 +  𝑃36 + 𝑃37 

Av =  82.69% 

 

Table 3: Manufacturing cell availability estimation 

Time in hours Availability 

30 0.9305 

60 0.8884 

90 0.8629 

120 0.8469 

140 0.8396 

160 0.8341 

180 0.8300 

210 0.8256 

240 0.8227 

270 0.8208 

300 0.8195 

330 0.8187 

360 0.8181 
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Figure 3. Graph Between Availability and 

Time(hours) 

 

Sensitivity Analysis 

Sensitivity refers to the change in the result obtained 

when one or more independent parameters considered 

in the calculations are varied. Sensitivity Analysis is a 

technique to check the sensitivity of the solution 

obtained. For that, fixing time, t=200 hours and 

keeping other factors constant, only one of the 

parameters is varied at a time.  

Taking λ1 = 0.00279, λ2 = 0.0001, λ3 = 0.00178, λ4 = 

0.00178, λ5 = 0.00539, λ6 = 0.00539, μ1 = 0.033, μ2 

= 0.0271, μ3 = 0.0461, μ4 = 0.0461, μ5 = 0.0167, μ6 

= 0.0167 all these data constant and changing the value 

of µ1 : 

 

Table 4: Variation of availability with change of 

repair rate of lathe 

µ1 0.033 0.066 0.132 0.246 

Availability 0.8269 0.8568 0.8725 0.8799 

 

Table 5: Variation of availability with change of 

repair rate of heat treatment plant 

µ2 0.0271 0.054 0.108 0.216 

Availability 0.8269 0.8281 0.8288 0.8291 

 

Table 6: Variation of availability with change of 

repair rate of grinding machine 1 

µ3 0.0461 0.092 0.184 0.368 

Availability 0.8269 0.8281 0.8287 0.8291 

 

Table 7: Variation of availability with change of 

repair rate of grinding machine 2 

µ4 0.0461 0.092 0.184 0.368 

Availability 0.8269 0.8291 0.8304 0.8311 

 

Table 8: Variation of availability with change of 

repair rate of surface treatment machine 1 

µ5 0.0167 0.033 0.066 0.132 

Availability 0.8269 0.8604 0.8850 0.8997 

 

Table 9: Variation of availability with change of 

repair rate of surface treatment machine 2 

µ6 0.0167 0.033 0.066 0.132 

Availability 0.8269 0.8604 0.8850 0.8997 

 

CONCLUSION 
The method of calculation of stationary 

probabilities of states of the original system includes it 

decomposition into separate subsystems and 

calculation of stationary probabilities of the original 

model from the known values of stationary 

probabilities of subsystems using the proposed 

transitional equations. After completing all the 

analysis it is observed that availability of the system 

was 82.69% and it is found that that availability 

increasing continuously on increasing repair rates and 

surface treatment of the machines. 

While the reliability of the system decreases as time 

duration increases. The availability of mechanical 

equipment can have a significant impact on plant 

profitability. Thus availability assessment of new 

installations should be an essential part of the design 

process. The proposed analysis is useful for the plant 

engineers to optimize their maintenance resources and 

also helpful for them in taking decisions for 

appropriate maintenance policy. 
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