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Roobaea Alroobaea¹, Abdulmajeed Alsufyani¹, Mohammed Aasif Ansari², Saeed Rubaiee³, Sultan Algarni⁴

¹Department of Computer Science, College of Computers and Information Technology, Taif University, Saudi Arabia.
²Department of Engineering, College of Computers and Information Technology, Raif University, Saudi Arabia.
³Department of Industrial Engineering, College of Engineering, University of Jeddah, Saudi Arabia.
⁴Department of Information Systems, Faculty of Computing and Information Technology, King Abdulaziz University, Saudi Arabia.

Abstract

A Content Based Image Retrieval System (CBIR) is proposed using features representing the images quite uniquely. Two algorithms have been used to extract two types of features from each of the images stored in the database. They are Modified Block Truncation Coding (MBTC) and Keri's Fast Codebook Generation (KFCG) algorithm. The features obtained from the images using the two algorithms represent each of them with unique and different values. KFCG algorithm forms a codebook containing codebook vectors. Codebook vectors are a set of code words used to encode the images. KFCG algorithm requires lesser time for vector quantization process. MBTC features can only represent images and hence useful for retrieval of images from database. MBTC features consist of upper and lower mean values of three colour components of colour space of pixels in the colour images. These features yield high performance for the CBIR system proposed in this paper. The images are analysed, compared and retrieved from the database using one of the two types of features. The analysis and comparison is also done using two different methods. Euclidean Distance is used to identify the image being enquired using two different types of features. Similarly, Support Vector Machine (SVM) is also used to obtain the result using two different types of features. SVM is implemented in two stages. First, the features are used to train the SVM variables. During training, some of the image features of different categories being utilized for training purpose are marked by users according to their categories. In the next stage, the SVM variables obtained during training are used to classify the images. A database of 1000 images of 10 different categories are used to perform assessment of the system. The system is implemented using MATLAB.
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INTRODUCTION

In the proposed system, images present in huge databases are retrieved on the basis of features such as color, texture and shape. The two types of features are obtained by using MBTC and KFCG algorithm. Supervised machine learning is involved with the features as obtained through algorithms mentioned above. Support Vector Machine (SVM) classifier is trained using these features, and then SVM classification is done based on variables obtained through training. The system is implemented using MATLAB. The implementation is performed in two stages – SVM Training and SVM classification. During training, the feature vectors are marked by users as relevant or irrelevant images. Feature vectors corresponding to relevant images are determined by the category (class) of images to be trained and all others are marked as irrelevant. Once trained, training variables generated are used for classification of vectors. The vectors classified point to their respective images and hence classification is done. The images pointed by the classified feature vectors are sorted out in an output folder. The SVM using the features formed by the KFCG and MBTC features has yielded high precision and recall values. CBIR techniques involving MBTC features have resulted to highly efficient retrieval systems when used as stand-alone without SVM which generated the idea that if MBTC and KFCG features are used along with machine learning methods it can be a great potential and produces a highly efficient CBIR system and image database classification. This system gives higher crossover point as compared to other methods using features such as Gabor, MBTC or KFCG features alone without SVM classifiers.

It has been found that the methodology and algorithms used have proved to be much superior in results than the results shown by some existing works as mentioned in [43], [3].

Section III mentions about algorithms used to extract features and classification of features; Similarity measures used to rank the resulting images is mentioned in section in IV while formulae used to evaluate of results are discussed in section V; Section VI deals with the proposed CBIR system; Database used and obtained results are analyzed in detail in the section VII; Problems and challenges, conclusion, future scope and acknowledgement are mentioned in the sections VIII to XI respectively.

LITERATURE REVIEW AND RELATED WORK

Classification of Image Database and Content Based Image Retrieval (CBIR) has been utilized in the image libraries and search engines for correct and precise discrimination of images so that retrieval of exactly the same image can be done as enquired. Conventional methods employ manual indexing of image which is not time and cost efficient [11]. An active research is in progress in the field of machine learning and pattern recognition for automatic approach to these processes. Content based image retrieval systems based on information content of the images have shown good results and are able to retrieve the result closer to exactly the same image as enquired. Improvement in the performance became possible due to
utilization of content features of the images stored in the database. Many types of content based retrieval systems based on various techniques have been employed to perform indexing or retrieving images or videos from large databases but researchers’ expectations are yet to be fulfilled [6]. Different methods have been tried too but still searches based on text content of the images or videos are being used [5]. A system using face detection method was developed for commercial use [15]. Even that performed badly in the video retrieval track [8], [16]. Retrieval systems based on comparison of low level features provided a big hope in the field of content based image retrieval systems. Low level features are obtained from image being searched from the database to get better results [6]. Additional information from the images can improve the results to obtain remarkable achievement which is evident from the system utilizing the color content to retrieve the enquired images [12].

The most widely used low level image features are the features obtained from the images using Gabor filters. They have already proved to be useful for image retrieval methods. MBTC features are used to represent color space of pixels in the color images [25], [33], [26]. Color features are obtained by calculating the Upper Mean and Lower Mean values. Another type of feature, Kekre’s Fast Codebook Generation (KFCG) algorithm provides features from images using a unique method. KFCG features can also be used for distinguishing information efficiently from a large database of images. In fact, these features can become useful for very powerful tools to distinguish, identify and obtain the desired information from the huge databases. A set of code-words represents codebook vectors through a codebook which is used to encode as well as decode the images [42]. This algorithm is used for image compression. This algorithm takes lesser time to make codebook for vector quantization process.

Supervised machine learning can also be used with the features obtained through above mentioned algorithms. Support Vector Machine (SVM) classifier is trained using these features, and then SVM classifies the images based on variables obtained through training.

In supervised classification, collection of training images (labelled images) is given, and the problem is to label a newly encountered, yet unlabeled image. Each instance in the training set contains category or class specific labels and several image feature descriptors in the form of a feature vector extracted from images of the training set.

In supervised learning process, first step is to train the machine. While training, the images are labelled for the known categories of images [7]. During training, a semantic feature space is constructed, and a query semantic feature vector is constructed for each semantic category. Next step is to classify images using the support vector machine. The results are obtained by using the support vector machine with different kernels [7], [22]. An observation is made by the comparison of the results obtained through different kernels. However, linear kernel is suitable when number of features are large. Hence linear kernel has been used in the implementation of our CBIR system.

Since image features obtained through Gabor filters have been widely used in CBIR, they have also proved to be useful in the classification of images using SVM classifiers [11]. The features obtained through Gabor filters are used to train SVM for labeled images. Once the SVM classifier is trained, the features of unlabeled Images are applied to SVM classifier to classify images. Gabor filters have yielded acceptable results but when they are applied in SVM the results are better in the applications of face recognition [34], [39], analysis of facial expressions [35], object recognition [36], face detection [37], [38], finger print classification [40], texture classification[41] and classification of image database [11]. It has been observed that fusion of Gabor filters and MBTC based features have yielded better results in CBIR than Gabor filters alone [25]. This improvement [25] is mainly due to exploitation of color spaces in MBTC. If we obtain features of images based on MBTC and apply these features to train SVM classifiers and then use the trained SVM to classify images, the result thus obtained will be much better than that obtained using Gabor filters without SVM [43]. Modified Block Truncation Coding (MBTC) alone can also be used to extract features and then use these features for information search and retrieval.

**EXTRATION OF IMAGE FEATURES AND CLASSIFICATION OF IMAGES**

Texture features and color content of the images are most effective in the identification and classification of images from the database. Gabor features are largely used as texture features while color information of the image is represented by the color histogram [4]. Features representing color content of the images are generated using MBTC algorithm. MBTC is a modified BTC algorithm. The other feature that is exploited to represent the images uniquely is obtained using KFCG algorithm.

a. **Extraction of features using BTC Algorithm**

One of the image compression method is block truncation coding (BTC) [14]. The image is partitioned into smaller sub-images and BTC features are calculated for each block [17], [18]. BTC features represent the image very distinctively and therefore it provides better results for image retrieval purpose. If the three color components (red, green and blue) are considered as three different planes and each one of them is treated with BTC algorithm we get color content representation in the BTC algorithm [14]. The features thus obtained represent the color image distinctively and provides high retrievability. Following equations describe about the method to obtain the MBTC features.

- The average image is formed from the three different color components of red, green and blue as shown in (1)

\[
I_{avg}(x, y) = I_r(x, y) + I_g(x, y) + I_b(x, y)
\]  

(1)

- A threshold value is calculated for each color component. The expression for red component is as shown in (2)
\[ R_{\text{threshold}} = \frac{\sum_{x=0}^{X} \sum_{y=0}^{Y} I_g(r,c)}{X \times Y} \] (2)

- Based on the threshold value calculated in (2), a binary bitmap is created for all the three components. The expression for red component is as shown in (3)

\[ R_{bm}(r,c) = \begin{cases} 1, & I_g(r,c) \geq R_{\text{threshold}} \\ 0, & \text{otherwise} \end{cases} \] (3)

- A mean value \( m_1 \) and \( m_2 \) are calculated for each color component. Expression for the red component is as shown in (4) and (5).

\[ m_{R1} = \frac{\sum_{x=0}^{X} \sum_{y=0}^{Y} R_{bm}(r,c) I_g(r,c)}{\sum_{x=0}^{X} \sum_{y=0}^{Y} R_{bm}(r,c)} \] (4)

\[ m_{R2} = \frac{\sum_{x=0}^{X} \sum_{y=0}^{Y} (1-R_{bm}(r,c)) I_g(r,c)}{\sum_{x=0}^{X} \sum_{y=0}^{Y} (1-R_{bm}(r,c))} \] (5)

\[ m_1 = \{ m_{R1}, m_{G1}, m_{B1} \} \text{ and } m_2 = \{ m_{R2}, m_{G2}, m_{B2} \} \]

\( M1 \) and \( M2 \) represent the entire block. Mean values of all the blocks considered together represent the entire image.

**b. Features Extraction of KFCG**

In vector quantization an image is divided into small blocks. Each smaller block is represented by the closest codeword formed by some bits [27]. The algorithm Linde-Buzo-Gray (LGB) is largely used to generate codebook [28]. In this algorithm, separated clusters are formed by training vectors found in the blocks. The codebook vector found closest to a training vector represents that vector [30]. Smaller blocks are formed by dividing them again and again. Each smaller block is associated to a cluster represented by their codebook vectors. Centroid of a cluster is its codebook vector [29]. The images are encoded and decoded by a collection of codewords known as codebook vectors [31]. KFCG algorithm is used for image compression [32] [23]. It is faster to generate the codebook by vector quantization method. The proposed system mentioned in this paper utilizes the codebook vector generated by KFCG algorithm as the feature vector for CBIR [20].

**c. Features Classification using Support Vector Machine**

An enhanced result is achieved by using the support vector machine (SVM) [11]. SVM can utilize the feature vectors representing images very efficiently for CBIR. Training of SVM is done by marking feature vectors from known classes of images. Unknown images from the database having features matching with features from images belonging to known classes are classified by the SVM.

**SIMILARITY MEASURE**

Using features representing the images to evaluate similarity among them has been proved to be most reliable and convenient [1]. The images from the database are ranked as per the similarity found between the features extracted from the query image and features extracted from images of the database [9] [10]. Since the features determine the ranking of the similarity, selection of the features is of utmost importance for similarity.

The most similar images are obtained by finding Euclidean distance between the query image and the images stored in the database. The Euclidean distance is measured between the feature vectors of the query image and the images from the database. The Euclidean distances obtained are sorted to find minimum distance among all leading to most similar image. Another way to obtain similar images is to use SVM. Images classified into one category by the SVM contain most similar images among them.

The expression to find Euclidean Distance between an enquired image q and an image d from database is given in (12)

\[ \text{Euclidean Distance} = \frac{\sum_{n=1}^{N} (V_{dn} - V_{qn}) \cdot (V_{dn} - V_{qn})}{2} \] (12)

Where \( V_{dn} \) and \( V_{qn} \) are features representing images d from database and query image q respectively each of the size of N [20].

**RESULT PARAMETERS**

The evaluation of the CBIR system is done with two popular parameters [11]. Precision and Recall values are obtained as given in (13) and (14) [2].

\[ \text{Recall} = \frac{DC}{DB} \] (13)

\[ \text{Precision} = \frac{DC}{DT} \] (14)

\( DC = \text{number of similar images detected correctly} \)

\( DB = \text{number of similar images in the database} \)

\( DT = \text{total number of detected images} \)

**CBIR SYSTEM PROPOSED**

MBTC and KFCG features are used in the proposed CBIR system instead of more popular Gabor features [2]. The system is implemented and result is obtained using two different methods.

- **Without using SVM**

Two types of features are obtained for all the images in the database using two different algorithms as mentioned in the
features extraction section. A feature vector, thus obtained represents a single image. A set of Feature vectors obtained using MBTC algorithm representing the image database is stored in a feature vectors directory. Similarly, another directory is also formed by the feature vectors generated using KFCG algorithm. This is offline processing of the database. Process flow of the proposed CBIR system is shown in Fig. 1 [20]. Segmentation of images is done by the algorithm itself to generate the features. For a query image, segmentation and feature extraction is done by using two different algorithms. The feature vectors, thus obtained are compared with the feature vectors representing the images stored in the database. The closest matching images are obtained according to the ranks sorted out from the minimum distance obtained between feature vectors representing the images of the database and the feature vector of the query image.

Figure 1. Proposed CBIR system

b) With SVM

As similar to the CBIR system without using SVM mentioned above each image is represented by two types of feature vectors obtained by two different algorithms. Feature vectors of the images of known category are marked manually to register them for those categories. The SVM is trained using feature vectors from images of the known categories. The SVM variables for different known categories generated by training the SVM are used for SVM classification of different categories of images. Feature vectors of the images from the unknown categories are used to classify the images using variables obtained by training of SVM. After classification, images of the unknown category are found in the output folder of the desired category.

The query image and all the other images of the same category is found in the output folder. This is a novel approach to retrieve an image. The query image is obtained from the output folder of that category after classification is done by the SVM. Fig. 2 shows the proposed CBIR system using SVM. During segmentation stage, the images are divided into sub-images of smaller size so that features can be obtained from those smaller sub-images. The features obtained are labelled for the known categories and then stored in the feature vectors database.

Figure 2. CBIR system using SVM

RESULTS

1) Database

The two techniques mentioned in the proposed system are applied to the database of 1000 images. The database consists of 10 different categories of 100 images each as shown in Fig. 3.

The output folder consists of images matching with the query image and sorted as per the rank assigned according to the Euclidean distance. The minimum Euclidean distance will represent image closest to the query image.

In the system using SVM, classification of images is done using SVM and the images closest to the query images are classified to the category of the image enquired.

2) Result Analysis

The result generated by the system is shown in the Fig. 4 to Fig. 9. They represent the best image retrieval results found for the shown categories from the 10 categories comprising the database. Though the result for other categories are also highly appreciable, the result is shown only for the four categories as mentioned in the charts for the best analysis. The results are obtained by the proposed CBIR system using the two methods as mentioned in section VI. Each method is implemented by using the two types of features mentioned in the section III.

The results shown in the charts are obtained by the system without using SVM based on MBTC and KFCG algorithm [24]. The comparison can be drawn among results obtained by using different categories, among results obtained through different
types of features and among the results obtained by the CBIR system being used with SVM and without SVM [21].

![Sample image database of 1000 images with 10 categories](image1)

**Figure 3.** Sample image database of 1000 images with 10 categories

a) **Result analysis of the CBIR system without using SVM**

The results obtained by the system using different features and their comparison with respect to precision and recall values have been demonstrated in this section.

i) **Results for images using MBTC features**

Result in Fig. 4 shows comparison of precision values for given categories of images without using SVM with MBTC features whereas result in Fig. 5 shows comparison of recall values for given categories of images without using SVM with MBTC features.

ii) **Results for images using KFCG features**

Fig. 6 shows comparison of precision values for given categories of images without using SVM with KFCG features whereas result in Fig. 7 shows comparison of recall values for given categories of images without using SVM with KFCG features.

ii) **Comparison of results using two different types of features**

Result of Fig. 8 shows comparison of precision values for given categories of images without using SVM with two different features where Fig. 9 shows comparison of recall values for given categories of images without using SVM with different features.

![Precision values using MBTC features without SVM](image2)

**Figure 4.** Precision values using MBTC features without SVM

![Recall values using MBTC features without SVM](image3)

**Figure 5.** Recall values using MBTC features without SVM

![Precision values using KFCG features without SVM](image4)

**Figure 6.** Precision values using KFCG features without SVM
It is clear from the above results shown in this section (a) that result is ranging from as low as 56% to as high as 98%. It can be understood that results are better for some categories and comparatively poorer for some categories. This variation is consistent for both the types of features.

For comparison among the two types of features, MBTC performs better for some types of categories of images while the other type of feature KFCG performs better for other two types of categories. This comparison is consistent for precision and recall results.

b) Result analysis of the CBIR system using SVM

Figures below shows precision values and recall values obtained by the system using SVM and comparisons of results among different categories and among two types of features.

i) Results for images using features from MBTC algorithm

Results in Fig. 10 show precision values for images using SVM with MBTC features whereas result in Fig 11 show recall values for images using SVM with MBTC features.

ii) Results for images using KFCG features

Results in Fig. 12 show precision values for images using SVM with KFCG features whereas result in Fig. 13 show recall values for images using SVM with KFCG features.

Figure 7. Recall values using KFCG features without SVM

Figure 8. Comparison of Precision values using two features

Figure 9. Comparison of Recall values using two features

Figure 10. Precision values using MBTC features with SVM

Figure 11. Recall values using MBTC features with SVM
iii) Comparison of results using two types of features

Fig. 14 shows comparison of precision values obtained by using two different features generated from the images by the CBIR system using SVM.

Fig. 15 shows comparison of recall values obtained by using two different features generated from the images by the CBIR system using SVM.

The result analysis done in the section (b) for different categories is relevant for the system using SVM also. But, as we do the comparison of results found from different features, the analysis is different. Though it is clear that results are higher for SVM based system but the two types of features perform similarly with slight differences.

c) Comparison of the CBIR system with and without using SVM

The charts shown below demonstrate the comparison between results obtained by the CBIR system obtained by SVM and without SVM.

i) Comparison of precision values obtained by MBTC features by SVM and without SVM

ii) Comparison of recall values obtained by MBTC features by using SVM and without SVM
Charts shown in this section clearly identifies the huge difference between results obtained through system using SVM with that of the system without using SVM. The system using SVM shows quite higher results ranging from minimum value of 78% up to 100%. It is clear from this fact that SVM based system is far superior than without using SVM.

**PROBLEMS AND CHALLENGES**

Features are used to represent the images for the implementation of retrieval system proposed. These features are expected to be unique for all images but due to the identical background in the images false retrievals may also result. So the performance is below expectation for the categories of images whose foreground objects may be distinct but their background have similarity in terms of features or colour content. For example, categories of bus and elephants show relatively poorer results as compared to other categories because of too many information in the background.

**CONCLUSION**

The CBIR system proposed show higher level of retrieval performance as compared to the conventional CBIR systems. Use of MBTC algorithm to extract colour information distributed over the entire image and KFCG algorithm to obtain codeword vectors representing sub-blocks in relation to clusters provide a unique and distinct representation of an image that ensures high precision and high recall values. The performance is boosted further due to classification of images done by the SVM.

**FUTURE SCOPE**

An effort is need for images having distinct foreground information but similar background lead to false retrievals and hence reduce result values for some categories. In contrast, for images having similar foreground but having different background may also cause false retrievals. Both the concerns require a considerable effort and provide a scope of future research.
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