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Abstract
For health diagnosis, HRV signals have become a promising tool and are being used for patient monitoring. Some linear and nonlinear analysis need to be done and then it becomes mandatory to have a better classification strategy to predict and classify the patients under test into different classes. These classes can be based on the arrhythmias or some other heart issues. This paper presents a brief review about analysis of HRV signals and then describe some classifiers which proves good for predicting the state of the patients under test. Some of the techniques like neural network based, fuzzy based, and SVM have shown better results in the literature. Some feature reduction techniques are also discussed which are used to reduce the feature numbers to increase the classification accuracy and prediction rate.
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INTRODUCTION
Heart rate variability is the variations in heart rate at continuous monitoring. That is that beat to beat variation in time interval is called heart rate variability (HRV). The heart rate which is defined as the number of beats per minute when measured in bpm or beats per minute usually varies at every beat due to the influence of some external disturbances. These disturbances are in the form of some signals propagates in a system known as Autonomic Nervous System (ANS). This autonomic nervous system automates or regulates the body and alters the heart rate by the influence of two of its activities known as sympathetic and asympathetic activities. A sympathetic activity increases the heart rate whereas an asympathetic activity decreases the heart rate. Hence we can define HRV as the irregular heartbeat. When this heart beat becomes abnormal then that situation is called Arrhythmia. Abnormalities in heart rate can be defined on the basis of heart rate i.e. very fast or very slow known as tachycardia and bradycardia respectively, on the basis of rhythm etc. For diagnosis purpose, the various arrhythmias need to be classified on the basis of some features of heart rate variability signal. So that an unhealthy heart can be treated for the proper affected arrhythmia.

The main steps involved in analysis of HRV signal are:

- Data Collection (ECG data)
- Pre-processing (noise removal and peak detection)
- Generating HRV signal from ECG signal
- Feature Extraction
- Classification on the basis of features extracted

The flowchart of HRV analysis is shown below.

![Flow Chart of HRV Analysis](image)

The ECG data can be taken either from the online available databases or by volunteering process. The recorded or the downloaded data is generally very noisy so it is required to be filtered. Then HRV signal has to be extracted by detecting the R-Peaks as they are the most prominent peaks found in the signal. This generated signal is then analyzed by calculating and extracting some features. On the basis of these features the data is classified into several classes required for health monitoring. Classification is hence a very important step to be done of HRV signals for analysis and diagnosis of patients.
The feature on the basis of which classification has to be done can be extracted from the HRV signal and can be categorized as linear and non-linear. Linear features are the time and frequency domain features and non-linear features are those features which gives the randomness in the system or the non-linearity present in the system.

PEAK DETECTION ALGORITHMS

When ECG signals are recorded then they are utilized for the generation of HRV signals. As it is known that the Heart rate variability is the variation found in the heart rate. That is the beat to beat variation in the heart series. This variation can be estimated by calculating the time interval of each beat. These beats can be categorized as five peaks viz P, Q, R, S and T in which R peak is the largest peak, hence easy to analyze. Therefore for generating HRV signal R-Peak detection is an important part. For detecting R-Peaks different algorithms have been given in literature which can be efficiently used for the purpose. The recorded ECG signals are generally found very noisy, hence they are required to be filtered first before going for peak detection.

Some low pass and high pass filters can be used to remove high and low frequency noises present in the signal. These noises can be result of any interference or movement of body while recording. Literature have shown that fourier transform, wavelet transform and discrete wavelet transform can also be used for removing noises from the signal as well as for peak detection.

Other algorithms which can be used for detecting peaks of the ECG signals can be Hilbert transform[1], Pan and Tompkins algorithm[2], Hamilton & Tompkins algorithm[3], Correlation Integral Method (CIM)[4] and Predictive Neural Network approach[5] with better results. Wavelet transform have been accepted and widely used for the noise removal and peak detection purpose for ECG signals[6][7]. Some algorithms are discussed here as follows:

A. Fourier Transform

1) Short Time Fourier Transform: STFT can be understand as a transformation of time domain signals in another domain which is a time frequency domain. The non-stationary signals in time domain are represented as stationary signals defined in a short interval of time within a window function[8]. The mathematical computations of STFT can be shown as

\[
T(f, \tau) = \int_{-\infty}^{\infty} [x(t)w(t-\tau)]e^{-j2\pi ft}dt
\]

In which \(w(t-\tau)\) shown above is the window function. From above equation the STFT represents any signal into 2-d function time, t, and frequency, f. The spectrogram which is the measure of energy surface distribution of STFT can be calculated as below

\[
E(f, \tau) = |T(f, \tau)|^2
\]

STFT represents the signal in time and frequency domain both and hence it is a good tool to analyze the ECG signals by this technique. Basheeruddin Shah Shaik et al. in 2015 utilized an adaptive threshold technique for detecting peaks in ECG signals on spectrogram by using STFT [8]. Nopadol Uchaipichat et al. employed STFT for filtering and peak detection of ECG signals [9].

B. Wavelet Transform

Wavelets have proved themselves a much better technique for noise removal and peak detection application over other fourier transform techniques as FFT, STFT due to its own advantages. For removing noise with help of wavelets, basically, it is done by three main steps: decomposition of noisy signal into many sub-bands by wavelet transform, filtering noise by removing coefficients which are smaller than the thresholds, reconstructing the signal without noise components. Wavelet transform represents any signal in a time-frequency plane by convoluting the original signal with a defined small interval wave also called wavelets, whose time and frequency can be scaled as per requirement. Peak detection algorithm using wavelets include main three steps as:

1) Decomposing ECG signal: ECG signal is first decomposed into some series of levels. Initial generally contains high frequencies which are out of the range of QRS frequencies hence becomes unnecessary to find peaks in these levels.

2) Defining threshold and coefficients: The frequency range of midrange levels will be chosen such that the baseline wander, T and P waves can be eliminated.

3) Finding QRS: Then an adaptive window size and step is selected to move the window over the signals, and peaks will be identified.

Different researchers have proposed several algorithms of wavelets by modifying it for better results such as Wavelet Transform, discrete wavelet transform (DWT)[10], adaptive wavelet transform[11], Dyadic Wavelet Transform[12] etc. While using discrete wavelet transform, Haar[13] and Daubechies[14] wavelet have shown better results. Some algorithms were tried to be mixed with wavelet transform for better results. H. Rabbani et al. employed Hilbert and wavelet transforms with another method called adaptive threshold for the detection of R-Peaks [15].

C. Hamilton and Tompkins Algorithm

Hamilton and Tompkins proposed a robust and powerful algorithm for detecting in the ECG data and reported the performance of the algorithm on the MIT-BIH database in their 1986 paper. This method works in two stages;

1. First the pre-processing of the available data is carried out including linear and non-linear filtering

2. Then some rules are used for decision making and to identify the necessary sections within the available ECG data to analyze further to detect R-peak referred as the fiducial point ([215]).
The first stage can be understand in four steps.

1. In the first step, filtering is done in which a low pass filter is used to remove high frequency noise (such as main line interference) and a high pass filter to remove low frequency components.
2. Then differentiation of the signal is done to extract the slope information i.e. the changes occurring in the signal.
3. In the third step, the signal is squared to emphasize the high frequencies. After this step all the data becomes positive.
4. Then in the final step the signal is integrated within a moving window. By doing this a measure of energy distribution is known.

When preprocessing is done some rules are used to find out the peaks as follows:

1. A peak is defined in a segment of a waveform in which the waveform exceeds and falls below a defined threshold. This threshold is defined as a fraction of the median value of last 10 fiducial points.
2. This peak is searched back in the filtered data and the fiducial points are found.
3. The size of window is set within 150 to 200ms when the time packet is usually longer than normal.
4. Due to the fact that tissues require some minimum time for repolarization, two consecutive peaks cannot have a time difference of a minimum value i.e. 200ms.
5. If a peak is not detected for a certain length of time greater than a value, then a secondary search is done through the filtered data for lower threshold values.

FEATURES OF HRV SIGNALS

An HRV signal have mainly three types of features, linear which can further be classified into time domain and frequency domain and non-linear features [16-19]. On the basis of these features an HRV signal can have mainly three types of analysis as,

1) Time domain analysis
2) Frequency domain analysis
3) Non-linear analysis

1) Time Domain Analysis: Time and frequency domain analysis can further be classified into time domain and frequency domain plot was divided into mainly three frequency components come into picture. The overall frequency domain plot was divided into mainly three frequency bands,

- Very low frequencies (VLF) = 0-0.04Hz
- Low frequencies (LF) = 0.04-0.4Hz
- High frequencies (HF) = 0.4Hz-above

2) Frequency Domain Analysis: In frequency domain analysis the heart rate variability signal which was initially defined in time domain i.e. plotted against time or samples, is first converted into the frequency domain. This can be done by taking its Fourier transform. When any signal is converted into frequency domain, then in that domain the signal is represented by its several constituents of different frequencies. When this HRV signal is plotted in frequency domain, various frequency components come into picture. The overall frequency domain plot was divided into mainly three frequency bands,

- Very low frequencies (VLF) = 0-0.04Hz
- Low frequencies (LF) = 0.04-0.4Hz
- High frequencies (HF) = 0.4Hz-above

3) Non-Linear Analysis: Non-linear analysis is a very important analysis as it gives very useful information about the HRV signal. There are various methods for this non-linear analysis, some of them are:

a) Poincare Plot: Poincare plot is a graphical representation of the present sample and the next sample. That is it is the plot between successive samples of the signals. It can be calculated mathematically as SD1/SD2 [20]. SD1 and SD2 are the standard deviation of the distances of the points calculated from two lines having expression y=x and y=x+Rm, where Rm is the mean of the distances of the successive heart beats respectively.

b) Correlation Dimension: This feature shows the measure of complexity of the heart rate variation and describes the minimum number of dynamic variables which are used to model the systems [21].

c) Largest Lyapunov Exponent: Largest Lyapunov Exponent (LLE) shows the dependencies of the system on the initial conditions. If chaos is present in the system the LLE will have a positive value. For calculating this exponent a value is first selected in a phase space and then the other points are calculated residing in the predefined circle of some defined radius [22].

d) Spectral Entropy: This variable shows the complexity present in the system. Greater values of spectral entropy shows greater irregularities and lesser values represents more regularity in the system [24].

Poincare Plot is a very effective tool for analyzing the non-linearity in any signal plotted between the present sample and the upcoming sample. Hence it gives a detailed knowledge of the variations present between the samples. This plot gives
information about short term heart rate variability as well as the long term heart rate variability [25].

VARIOUS METHODS FOR CLASSIFICATION OF HRV SIGNALS

The features discussed above differentiates data for several classes, either it is healthy or unhealthy, if unhealthy, then the class of arrhythmia. There are various method discussed in the literature for classifying the data of HRV signals into various arrhythmia classes and normal class like ANN based, Fuzzy based methods, Support Vector Machine, k-Nearest Neighbors algorithm etc.

Fuzzy based methods are one of the simplest method which can be used for predicting different heart series by applying some fuzzy rules for input output relations. ANN based methods works well and based on the training the system. Support vector classifiers have become very popular in last few decades and proved an efficient and effective method for machine learning applications. This method is based on recent advances in statistical learning theory [26]. It utilizes a hypothesis space of linear functions in a high-dimensional feature space, trained with a learning algorithm from optimization theory that implements a learning bias derived from statistical learning theory. In the last decade, SVM learning has found a wide range of applications [27], including image segmentation [28] and classification [29], object recognition [30], image fusion [31], and stereo correspondence [32]. More recently, SVMs have been employed in several applications in biommedicine; gait degeneration due to age [33], EEG signal classification [34], brain computer interfacing (BCI) [35], [36], analysis and prediction of scoliosis [37], [38], electrocardiogram analysis [39], and color Doppler echocardiography [40].

ANN based methods have also been used and give good results. Artificial Neural Network (ANN) which has various architectures like Single Layer Perceptron, Multi-Layer Perceptron, RBF etc. were used by different researchers and showed efficient classification results. Ali Sadr et al. show RBF a better option on MLP architecture with 2% better accuracy. Backpropagation algorithm for calculating weights of neural network architecture is proved better for prediction or classification [41].

ANN method is widely being used for classification and prediction purposes either alone or combined with some other method like Fuzzy [42], SVM, wavelets [43] etc. for increasing the prediction rate and accuracy.

A. Artificial Neural Network

After the advancements in Artificial Intelligence several methodologies were proposed for optimization, classification and regression purposes. Artificial Neural Network is one of them and finds application in various fields like biomedical signal, finance, mathematical modeling, engineering etc. This is a specially designed network inspired by biological neuron which gets trained for selection after going through a large data. As the human brain classifies objects on the basis of experience of past data, neural network is also gets training first with some training data, and then the test data is applied for classification.

The weights of neural network are regularly adjusted while training to such as to minimize the error or to increase the classification boundary. Classification boundary differentiates the available data into two or more classes. This boundary is required to be maximum so as have best separable data. Neural Networks have various architectures defined by various researchers to efficiently calculate the weights of NN architectures which can be broadly categorized as:

- Feedforward ANN
- Feedback ANN

Feedback ANNs are those with feedback path and Feedforward ANNs are those with no feedback path for propagation. Most of the architectures and algorithms used for classifying data comes under feedforward ANN, such as MLP, Back Propagation Algorithm (MLP), Radial Basis Function (RBF), etc. These algorithms train the neural network by calculating and adjusting the weights.

B. Fuzzy Based Classifier

In this classifier some if-then rules are used to define the input targets and the output classes. The complete input pattern space is divided into several sub sets or sub input classes. Then for each these sub classes the defined rules are applied to establish a relation between input and output. By defining these rules the input can be easily classified in different output classes by defining a classifying boundary. The advantage of this classifier is that is can be implemented for nonlinear classification as it can define nonlinear classifying boundary.
The algorithm for this classifier is as follows:

Step 1 - Fuzzify Inputs: The input is fuzzified using symmetric gaussian membership function given by

\[ f(x; \sigma, \mu) = \frac{e^{-(x-\mu)^2}}{2\mu^2} \]  

(4)

Step 2 - Fuzzy inference: In this process the input output relations are established by defining some rules for different input output classes. The output decisions are made on the bases of these fuzzy rules. This whole system is known as fuzzy inference system. In this method,

- A data point which is having highest potential to be the first cluster center is selected
- All data points in the vicinity of the first cluster center (as determined by radii) is removed in order to determine the next data cluster and its center location
- The whole process is repeated until all the data points lie within the circle defined above.

Step 3 - Final output: Then the sugeno fuzzy model is used to have the output. The membership function used in this process usually linear and is given by \( r = ax + by + cz + d \)

Some weights are provided by using a firing strength \( w_i \) to the output level \( ri \). Then the final output is computed as the average of these weighted rule outputs as

\[ \text{final output} = \frac{\sum_{i=1}^{N} w_i r_i}{\sum_{i=1}^{N} w_i} \]  

(5)

C. Support Vector Machine

Support Vector Machine is a novel technique for classification and regression developed by Vladimir Vapnik and co-workers at AT&T Bell Laboratories in 1995 [44].

The basic principle of this technique is to maximize the margin of hyperplane as shown in above figure. An optimal hyperplane is developed to distinguish two different class of data or objects and the margin of that plane is kept at maximum value so as to have the best classification. This is done by calculating the distance of nearest data points from the hyperplane on both the sides. This distance is represented by vectors and known as support vectors.

These support vectors are utilized to have maximum margin as combined on both the sides they give the length of margin. This technique is best suited for exactly two classes and has proved itself a superior technique then the other ones. A hyperplane is defined in this technique which is used to separate the different classes. For the data which are nonlinearly separable a nonlinearity is introduced in the hyperplane.

Let if a vector \( x \in \mathbb{R}^n \) signifies a pattern to be classify and scalar \( y \) is its class given as \( (y \in \{+1\}) \). Also say \( \{(x_i, y_i): i = 1, 2, \ldots \} \) is a set of training examples. Now the challenge is to build a decision function \( f(x) \) that effectively classifies an input pattern into various classes that is not necessarily in the above defined training set [45].

I) Linear SVM classifier

If the data or input points which are given as training patterns found to be linearly separable, then a linear function of the form exists as \( f(x) = w^T x + b \) such that \( y_i f(x_i) \geq 0 \), or \( f(x_i) \geq 0 \text{ for } y_i = +1 \text{ and } f(x_i) < 0 \text{ for } y_i = -1 \). Vector \( w \) and scalar \( b \) represent the hyperplane \( f(x) = w^T x + b = 0 \) separating the two classes. There may be many hyperplanes or boundaries which can separate the two given classes, the SVM classifier go for the hyperplane that maximizes the margins which separates the two classes. This can be done by minimizing the cost function

\[ J(w) = \frac{1}{2} w^T w = \frac{1}{2} ||w||^2 \]  

(6)

Subject to the separability constraints \( y_i (w^T x_i + b) \geq 1, i = 1, 2, \ldots \). If the given training data is not completely separable by a hyperplane, a set of slack variable \( \xi_i > 0, i = 1, 2, \ldots \) is introduced that gives the amount of violation of linearity constraint \( y_i (w^T x_i + b) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, 2, \ldots \). The cost function is then modified to take into consideration the amount of the constraint violations. Hence, the function to be minimized becomes

\[ J(w, \xi) = \frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} \xi_i \]  

(7)
After some small changes, it is seen that the vector \( w \) is formed by the linear combination of the training vectors

\[
w = \sum_{i=1}^{l} \alpha_i y_i x_i
\]  
(8)

Where \( \alpha_i \geq 0, i=1,2,...,l \) are the Lagrange multipliers associated with the constraints in (7). The Lagrange multipliers are solved for the dual problem of (8), which is expressed as

\[
\max \left\{ \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j x_i x_j \alpha_j \right\}
\]

Subject to the constraints

\[
\alpha_i \geq 0, \quad \sum_{i=1}^{l} \alpha_i y_i = 0
\]  
(9)

Subject to the constraints

\[
\alpha_i \geq 0, \quad \sum_{i=1}^{l} \alpha_i y_i = 0
\]  
(10)

2) **Kernel Based SVM classifier**

For some datasets, it becomes necessary to introduce some nonlinearity in the classifying boundary or hyperplane as the data which has to be classified is not linear in the plane. For that situation some nonlinearity has to be introduced in the hyperplane.

Let \( \Phi(\cdot) \) be a nonlinear operator mapping the input vector \( x \) to a higher dimensional space. The optimization problem for the new points \( \Phi(x) \) becomes

\[
\min J(w, \xi) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} \xi_i
\]

Subject to the constraints

\[
y_i (w^T \Phi(x_i) + b) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad i=1,2,...,l
\]

Following the same principle as in the linear case, we note that the only form in which the mapping appears is in terms of \( \mathcal{K}(x_i, x_j) = \Phi^T(x_i) \Phi(x_j) \). Finally, the dual problem to be solved is

\[
\max \left\{ \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j \mathcal{K}(x_i x_j) \alpha_j \right\}
\]

Subject to the constraints \( \alpha_i \geq 0, \sum_{i=1}^{l} \alpha_i y_i = 0 \), and the classifier becomes

\[
f(x) = \text{sign} \left( \sum_{i=1}^{l} \alpha_i y_i \mathcal{K}(x_i x) + b \right).
\]

### FEATURES REDUCTION BASED CLASSIFICATION

As it is clear that the classification is done on the basis of the features extracted from the HRV signal. These features differ from class to class and help in defining the class boundary. But some features spread over multiple classes and creates confusion for the classifier. Hence these features are needed to be ignored while classifying the data. Therefore features are reduced before going for data classification to increase the efficiency and true prediction rate. Several methods are available in literature for feature reduction purpose such as Principal Component Analysis (PCA)[46], Linear Discriminant Analysis (LDA)[47], General Discriminant Analysis (GDA)[48] etc. These methods reduce the dimension of the feature matrix by eradicating the feature values which are common in more than one class for classification.

#### A. Principal Component Analysis

PCA works on maximizing the variation present in the data need to be classified. The following steps are involved for reducing dimensionality of data matrix \( X \) which consists \( n \) ECG samples \( x_i (i \in [1,2,...,n]) \) having \( D \) number of features from each sample,

1) Zero mean data points: In this step some data points are defined which is having their mean \( \bar{x} \) as zero.

2) Evaluating a co-variance matrix

\[
C = (x - \bar{x})(x - \bar{x})^T
\]

3) Then the eigenvectors \( V \) and eigen values \( E \) are determined

\[
V^{-1}CV = E
\]

4) Sorting of eigen vectors: The principal component is chosen as the eigen vector having highest eigen value.

5) Projection of data

\[
\text{Projected data} = V^T \left[ (x - \bar{x}) \right]^T
\]

Different classification by this technique is done by moving the selection of components from the value 1 to 10 and the results are analyzed[49-51].

#### B. Multi-Dimensional Scaling (MDS)

MDS does a geometric mapping of the input data matrix \( X \) with \( n \) ECG samples to a new dimension space known as Euclidean space with \( n \) samples. The steps involved in dimensionality reduction are stated as[52-53].

1) First the samples are assigned with arbitrary coordinates in a \( p \)-dimensional space.

2) Then distance between all pairs of these samples is calculated in all the dimensions, known as Euclidean distances. A matrix is formed using all these calculated values called Dhat matrix.

3) Then this Dhat matrix is compared with the input matrix by using stress function.

4) The coordinates of each sample is adjusted such as to achieve maximum stress.
5) Repeat above steps (2 to 4) until the stress value gets a lower value. And finally a low dimensional mapping is done on the basis of significant Eigen values.

C. Linear Discriminant Analysis (LDA)
This technique gives the highest possible discrimination within ECG classes so that the classification can be done more accurately and efficiently. This is done by removing the features which tends to decrease the discriminating margin and takes into consideration the features which are more suited for better classification. The steps involved in this technique are shown as follows[54-56],

1) First the within class covariance is evaluated as,
\[ W_s = \sum_{k=1}^{K} W_{sk} \]
where, \( W_{sk} = \sum_{n \in C_k} (x_n - \mu_k)(x_n - \mu_k)^T \) and \( K \) is the total number of output classes, \( N_k \) is the total number samples in output class \( C_k \) and \( x_n \) is the DWT coefficient vector of nth sample in class \( C_k \).

2) Then the between class covariance is evaluated as,
\[ B_s = \sum_{k=1}^{K} N_k (m_k - m)(m_k - m)^T \]
Where, \( m = \frac{1}{N} \sum_{k=1}^{K} N_k m_k \)

3) Then finally the total covariance is obtained by,
\[ S_T = W_s - B_s \]

4) Now the projection matrix is calculated,
\[ W = \arg \max_w \left\{ (W B_s W^T)^{-1} (W B_s W^T) \right\} \]

5) And then the LDA coefficients are computed,
\[ y = W^T x \]
The LDA components are varied from values 1 to 10 columns in \( y \) for classification of Arrhythmias and the results are analyzed.

D. Generalized Discriminant Analysis
GDA is a higher version of LDA. The non-linear problems which cannot be solved by linear discriminant analysis, the generalized discriminant analysis is used in that case. Hence it can be said that the GDA is a nonlinear version of LDA[57].

GDA was introduced by Baudat G. et al. in their paper [26] to deal with the nonlinear problems using kernel function operator. This theory maps the given input vectors into a higher dimensional space. The linear properties of this new space makes possible to generalize the LDA analysis to nonlinear problems.

Babak Mohammadzadeh Asl et al. shows an efficient classification of HRV signals by using GDA based support vector machine classifier. They took initially 15 linear and nonlinear features and then reduced them to 5 with the help of GDA algorithm[55]. They showed 98.94%, 98.96%, 98.53%, 98.51%, 100% and 100% accuracy for six different arrhythmias including normal sinus rhythm, premature ventricular contraction, atrial fibrillation, sick sinus syndrome, ventricular fibrillation and 28 heart block respectively.

DISCUSSIONS
The various techniques discussed in this study performs well as a classifier. Fuzzy based, ANN based, SVM methods proves themselves as a great choice for classification of heart beats for better patient monitoring. Some statistical measures have been defined in literature to evaluate the performance of the classifier which are as follows.

True Positive (TP): When the classifier correctly predicts the data affected with some arrhythmia.

False Positive (FP): When the classifier wrongly predicts some arrhythmia while the data is normal.

True Negative (TN): When the data or subject under test is normal and the classifier too says it is normal.

False Negative (FN): If the data is said to have some arrhythmia but the classifier fails to predict it as arrhythmia.

Sensitivity: This shows the ability of any classifier for predicting any arrhythmia when the subject having really some arrhythmia.
\[ \text{Sensitivity} = \frac{TP}{TP + FN} \]

Specificity: This shows the ability of any classifier for predicting normal when the subject is really normal.
\[ \text{Specificity} = \frac{TN}{TN + FP} \]

Positive Predictive Value (PPV): This gives the probability of the subject to have some arrhythmia, when the same subject is classified in the arrhythmia class.
\[ \text{PPV} = \frac{TP}{TP + FP} \]

Negative Predictive Value (NPV): This gives the probability of the subject to be healthy, when the same subject is classified as healthy.
\[ \text{NPV} = \frac{TN}{TN + FN} \]

Classification Accuracy of the Classifier: This parameter is the ratio of the total number of correct assessments to the total number of assessments.
\[ \text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \]
Table I: Comparison of Different Classifiers according to literature based on the above mentioned performance parameters

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>99-100</td>
<td>99-100</td>
<td>99-100</td>
<td>[41],[45],[47],[50],[52]</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>93-97</td>
<td>95-97</td>
<td>93-98</td>
<td>[52],[55],[56],[57]</td>
</tr>
<tr>
<td>Non-Linear SVM</td>
<td>98-100</td>
<td>98-100</td>
<td>98-100</td>
<td>[40],[51],[52],[54],[56]</td>
</tr>
</tbody>
</table>

Table I shows a comparison between performances of some classifiers according to literature based on some parameters defined above. These parameters are sensitivity, specificity and accuracy. Fuzzy and ANN classifiers are good at prediction with accuracy of greater than 98% but when they are used combined, fuzzy estimates the weights of the neural network and neural net then defines the classifying boundary, the prediction efficiency increases. SVM classifier performs much better when there are exactly two classes for classification. SVM can also be used with some other method to predict combined gives accuracy greater than 99%.

Feature reduction methods are also generally used before classification to increase the prediction accuracy up to 100% by excluding the features which creates confusion as they belong to more than one class.

CONCLUSION

Various techniques have been discussed in this paper for handling ECG and HRV signals, from preprocessing of the signals i.e. noise removal and peak detection to finally classifying them in different arrhythmia classes so as to have proper health monitoring of the patient. Fuzzy and ANN based methods have shown good results in the past and have been widely used. Support Vector Machine has proved itself a good choice and an effective classifier with an accuracy of up to 100%.
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