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Abstract algorithm for fitness assignmendsing the Pareto dominance
One of the most popular approaches for generatingdoarinated relationship, th_e yalues of the fitness functions are assigned by
solutions of a multbbjective optimization problem is the Most of the existing MOEAs [156].

evolutionary algorithmsThe need of an approximation to the non AL Malki et al.[17] havepresentedHybrid Genetic KMeans
dominatel set for the decision maker for selecting a final preferred algorithm for Identifying the Most Significant Solutions from

solution is required in several rdidke applications. Unfortunately, h Mol del . hni
the cardinality of the Pareto optimal solutions' set may be very Iargé:)""re'[0 Front. Theliaveimplemened clustering techniques to

or even infinite. On the other hand, due to the fwer of organize and classify the solutions for various problems.
information, the decision maker (DM) may not be concerned in[18], the Hybrid Genetic Algorithm with #eanshas been
having anexcessivelylarge number of Pareto optimal solutions to presented by Al Malki et al. to solve the Clustering Problems
deal with In this paper a new enhanced evolutionary algorithm is They havesucceeded to eliminate the empty cluster problem
presentedour proposed algorithm hgs been enricheth wodified by using a hybrid form of the-keans algorithm and GAs
k-means cluster scheme, On the first hamdphase |, Kmeans  Thejr propositiorwasbe proved by the results of simulation
gg’gﬁg&%@?&?‘gz'”(')'?'egzgfgﬁaﬁ’gg't'&%‘;ﬁa%%iliigonv\;ﬁgea tests va various data collectionsThe use of Kmeans
clustering technique in [19] enable the algorithm to implement

distinct genetic algorithmm (GAs) operators caibe aplied to each - .
subpopulation, instead of one G/operator applied tdhe whole various operators of GA to each subpopulation rather than

population.On the other hand, phase uses K-meansalgorithmin utilizing a single GA operator for all population.
order tomakethe algorithms practical by allowing a decision maker In this article, a new optimizatiomlgorithm is proposed

to control the resolution of the Paretetapproximation by choosing which runs in two stages: in the first stagee algorithm

an appropriate k valué¢ no of required clustersjo prove the . L - .
excellence of the proposed approach compared to-afttibe-art combines all principal characteristics ofrfeans with GA

evolutionary algorithms, diverse numerical studies will be done usingclustering method and uses it as a search engine to produce
a suite of multimodal test fations taken from the literature the correct Pareto optimal fronfThe use of Kmeans

clustering technique enable the algorithm to implement
various operators of GA to each subpopulation rather than
utilizing a single GA operator for all population.

Keywords: K-means cluster algorithm, evolutionagpproaches
constrained optimization, multiobjective optimization

Then in the second phase, dneans cluster algorithm is
INTRODUCTION adopted as reduction algorithmander to improve the spread
of the solutions found so far. Our proposed algorithm has been
enriched with modified #means cluster scheme, the use of k
-means also makes the algorithms practical by allowing a
decision maker to control the resolution of tRareteset
Spproximation by choosing an appropriatevélue.k -means
stering aims t@artitionn observations int& clusters in
which each observation belongs the cluster with the
nearesinean  Finally, various kinds of muHbbjective
benchmark problems have been reported to stress the
X " 3 importance of hybridization algorithms in generating Pareto
evolutionary algorithmsare constructedfor solving the  ,ima) sets. Simulation results with the proposed approach
constrained mukbbjective optimization problem#n spite of .1 pe compared to those reported in the literature. The
the several studies for solving the constrained Optimizationcomparison will demonstrate the superiority of the proposed

problems; there are no enough studies concerning the,nroach and confirms its potential to solve the multi
procedure for handling constraintds an instancein [13], objective optimization pidems.

treating constraints as higiriority objectives was suggested

by Fonsecaln [14] by Harada, a few effective constraint The organization of thipaperis as follows: Multiobjective
handling guidelines were suggested and a Pareto desce@ptimization problem is presented in Section 2. Overview of
repair method was constructedfor MOPs, because the GAs arepresentd in Section 3. Clustering Algorithms are
objective vector cannot bdirectly assignedas the fitness introduced in Section 4. #leans for clustering problems is
function value, it is always needed a correctly constructedntroducel in section 5. The proposed algorithm is presented

Multiobjective Optimization Problems (MOPsre those
having more than one objectivEhereare a set of possible
solutions and there is no unique optimum solutitrese
solutions are optimal in the wider sense that no other solution
in the search space are dominate them when all objectives a
considered.As in [12], these solutions are callePareto
optimal solutions Surely, MOPs appear in several areas of
knowledge for example economics§® machine learning [6

8] and electrical power system-]2]. A few developed
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in section 6. The Simulation results are discussed in Section Fllustratedin Figure 1. The optimization shall stop if and only

Finally, we conclude the paper in Section8.

MULTIOBJECTIVE OPTIMIZATION (MO)

Mathematically, a general minimization problem of
M objectives can bpresentes[20-21]:
Minimize: f(x)=gt(¥) i=2..Mf 0
u
subject to the constraintsg (X ¢ 9= 1,2J.  §

and X :[Xl, X2,...,Xn] , where the dimension of the
decision variable space is equal the th objective function
is f, (i) and the jth inequality constraint ig; ()_(') Then

the main task of th&1O problemis to find X that optimize

f, ()?') . The evaluation of the solutions uses the concept o

the Paretodominance becausthe notion of an optimum
solution inMO is different compared to thergjle objective
optimization (SQ.

Definition  1: A
u :(ul,uz,...,qv, )is said to dominate a vector

(Pareto  dominance) vector

V' =(V,,V,,....Vy ) (U dominateV’ denoted byl > V'),
for a MO minimization problem, if and only if

"ifiLMY L,

GHi.M}u v, <

where M is the dimension of the objective space.

Definition 2: (Pareto optimality). A solution ail U, is

calleda Paretooptimal iff there isno othersolution (\7|’ U),
such thatU’ is dominated by’ . These solutions arealled

if the population hagonverged or the generation has been
reached the maximum number

Initlalization
}—D' termination

selectlon
recombination

| evaluation

Figure 1. GAsoutlinefor optimization problems

{CLUSTERING ALGORITHM

Clustering is an approach of partitioning of data into similar
objects sets. Each set, called cluster, consists dtiaity
similar objects and different to objects of other clusters [22].
Clustering is a very important area of research, which has
various applications in several fields such as in psychiatry
[23], market research [24], archaeology [25], pattern
recognitian [26], medicine [27] and engineering [28].

In the literature, clustering has various proposed algorithms.
Due to its simplicity and accuracy, thereans clustering is
possibly the most commonilysed clustering algorithm [29].

(2

K-Means Clustering Technige

In 1967, Macqueen produced the-nkeans clustering
algorithm [30]. Due to the easiness ofnk€ans clustering
algorithm, it is used in many fields. Therkeans clustering
algorithm separates data into k sets as it is a partitioning
clustering approach [31The K-means clustering algorithm is
more prominent because it is an intelligent algorithm that can

non dominated solutions. The set of all such non dominateg|yster massive data rapidly and efficiently.

solutions constitutes the Parédptimal Set.

OVERVIEW OF THE GA

The basic idea of ¥neans algorithm is to classify the data D
into k different clusters where D is the datet, k is the
number of desired clusters. More precisely, the following
are the main steps of the Kmeans clustering algorithm

The techniques of natural selection are the primary concept ofrigure 2)

GAs. Any optimization variable, (xn), is converted into ange
as a real number or a string of bitsll variables' genes

X,

’X1 , form a chromosoméhatdepicts alindividuals.

Depending on the specific problem, an array of real numbers,

binary string, a list of components in a database cbeld
considered as a chromosamEach possible solutionis
represented by an individyand the set of individusform a
population.Froma population the fittess choserfor matting.

Matting is done by merging genes from distinct parents to

generate ahild, called a crossoveFinally, the children are

Step 1:Define anumber of desired clusters, k.

Step2: Choose the initial cluster centroidadomly which
represent temporargneans of the clusters.

Step 3:Compute te Euclidean distance from eaabject to
each cluster and each object is assigned to the closest
cluster with the smallest square distance.

Step 4:For each cluster, the new ¢mmid is computedand
each centroid value iow replaced by the respective
cluster centroid

added to the population and the process repeats over again,
thus symbolizing an artificial Darwinian environment as Step 5:Repeat steps 3 and 4 until no point changes its cluster.
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Figure (2): K-means algorithm precluréTaken from B2)).

THE PROPOSED APPROACH infeasible individuals in a certain population are developed
gradually till theybecomefeasible onesAs explained in [10],
the repair operation is done asdléws. Let S be the feasible
domain andwi S be a search point (individua§ince better

In this section,the proposed algorithnthat we are dealing
with is informally describedOur proposed algorithm consists
of two phasesin phase I, Kmeans clustering technique is .
implemented to partition & population into a determined refer(_ence point has better chances to be se_lgcted, the
number of subpopulation witlynamicsizes.On the other algorithm selects one of the reference points, let itIb8,

hand, phase Il applies -feans algorithm to make the and generates random poifs=a W+l -3,  a[0,1]
algorithms practical bgllowing the decision maker to control from the segment defined betwees , but the segment may

the precision of the Pares®t approximation by closing a ) .
suitable number of the needed clusters. be extend_gd equally [33, 34] on both sides determined by a
user specified parametet [0,1].

In such a case the algorithm selects one of the reference points
Phase | (Better reference point has better chances to be selesgd),

Stepl: Population Initialization Two disconnected sub i Sand creates random points

populations are used by the algorithm, the individuals that7 = 4 W-(l _)7’ a[(ﬁ,l] from the segment defined
initialized randomly satisfying the search space (The lower

and upper bounds) forrthe first one, while the reference PeMeenwr, but the segment may be extended equalg/ [
points that satisfying all constraints (feasible points) form the34 on both sides determined by a user specified
second one. However, we have concentrated on how elitisrRarameterri [0,1]. So, an upto-date feasible individual is
could be introduced to guarantee convergence totrthee  represented as:

Pareteoptimal solutionsFor t hatc,hi anhngdi/asel ecti ono _

plan is proposed that ensures instantaneously the advance toz = 9. WAl _)gH,g= a2 wmd, m@i @)
reach the Paretoptimal set andoverageof the entire range z,=(1 -9). w+g
of the nondominated solutionsAn externally limited size

archive A of nondominated slutions is preserved and Step3:Classifying a population according to Rdomination

iteratively updated in the presence of new solutions based ol this step, the objective functions of each solution are
the concept ofe-dominance by the proposed algorithm. evaluatedand the nordominated sets of solutions are selected

according to nomomination concept by using the following

Step 2:Repair Algorithm By repairing infeasible individuals,  a|gorithm B5-36]. Figure(3) illustrate the classifying a
the main task of this atgithm is to recognize all feasible population according to neslomination.

individuals from the infeasible one¥ia this algorithm, the
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Finally, a pair of individual is chosen randomly from the

current population and the best solution withtdreselection

f Startwithm=1. probability is chosen and subsequently copied in mating pool

! The solutions X, and X, are compared fc [30]. This step has to be repeated frequently, until the size of
the mating pool is equivalent to the original population size.

domination for alln =1,2,--- N5, andm | n. . . .
Step 5:K-Means clustering techniguln this paperK-means

T If X, is dominated byx, , for any n, markx , as clustering techniqu8p] was usedo split the population to K
6domi natedo6, and it is separated subpopulations with dynamic size, as shown in
 Increase m by one and return to Step 2. I Figure(4). By using this method, various operators of GA can

solutions in the population are consiegrgo to Ste be applied to subpopulations steadof applying a single GA
5 operdor tothe wholepopulation.

T The solutions which ar
nondominated solutions

i Save the nomlominated solutions in amxterna
archive.

Subpopulation 1

Subpopulation 2

1 Subpopulation 3 |
Figure (3): Classifying a population according to ron Population |:> Subpopataton 4
domination
Step 4: Selection StageThrough a weigted combination, a Subpopulation k

dynamicweight approachd/] is used to aggregate, the multi

objective functions into a single combined fitness function. Figure 4: The splitting of the population into K separated

The main characteristic of dynamieight approach is that subpopulations

the weights attached to the multiple objective functiars

not fixed but randomly specified. Consequently, the direction

of the search is not specific. The multiple objective functionsStep6:Crossover operatoThe crossover operator generates a

are combined into a scalar fitness solution as follows: new offspring by mating (combing) two chromosomes
: " ) (parents). The concept behind crossove that the new

YA :W]_ q_(x) o Wi+ f, O ... V\ﬁ fq"( X); (4) offspring may take the best characteristics from the parents,

and it will be better than both parents. The Crossover occurs
where x is an individualZ is the combined fitness function, during evolution process according to udefinable fixed

f. (x) is the i objective function and w is a weighting probability. In this step, three different crossoveerajpors are
| used which are horizontal band crossover, uniform crossover

vector with Wi 20 "i=1...q where  and real part crossover which are described as follows:.
. q _ ] U Horizontal band crossover :In this operator, two
aj Wi =1.In general, the value of eagteight can be horizontal crossover sites are selected randomly. The
randomly determined as follows: information in the hodontal region, which is determined
by horizontal crossover sites, is exchanged between the
randorr] ) two parentdased on a fixed probabilif39].
w. = , 1=1,2,...,q; (5) ) _ _
| éq_ random. a Uniform crossover: In uniform crossover 40],
]=1 J random (0,1) mask is generated. In the random mask the
60006 denwreksanbgietd while 061
where randorr] and randomj are nonnegative random swapping.
real numbers. u Real part crossover:This operator works on the real
After formulating the combined fitness function (Z) for part (pit ) of a chromosome to cross the real variables

each chromsome by equationd], the selection probability

for each chromosome is then defined by following linear Py of the chromosomes by exchanging the information

scaling function: in cdumn vectors of P, matrix [41]. The new power
orob = Z -7, © matrices of offsprings (D, (offsprinq) and
' a'\'mp(zj -Z..) p, (offspring2)) are created from The power
j

-
. " .
where prob is the selection probability of a chrospme i matrices (p ) of parent chromosomes, as follows:

whose combined fitness function &; and Z;, is the worst
combined fitness in the population.
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p, (offspring) = gcolumf™™,...,@ &) columff™™® & colufi®?,... colupfA*™" 2 ™
p. (offspring) = ¢ columfi*™®™ ..., &) columff™* & colum®™?,... colupfA* ¢

where & is chosen randomly between O and dnd ot cyrrent populationP' to archiveV ' and applying the
coulmr] is the column vector in powenatrix andijo is a dominance criteria to remove all dominated dohg (i.e.,

random positive integer in range of [1,T]. each solution ofP' has three probabilities as in Algorithm 1

] ] ] in Figure(6) [60].
Step 7 Mutation operator This operator is used to explore

some of the points in the search space by altering few genes
value in an individual randomly from its tidl state. The
mutation is generally occurs according to udefinable
mutation probability which is usually low value. In this step, InputVt, X1 P)

we us_ed th_ree qllfferent mutation methods wmch are one point If $Y IVO|Y > X then
mutation, intelligent mutation and swap window mutation

Algorithm 2:Update the Archive

which are described as follows: Vi =ve
" : . . . , : Elseif $Y IV @X- Y the
a Single point mutation: In single point mutation, a y ,
single bit is chosen randomly from binary paut, () of V= ,U{ B X
: : Else if %Y|vtrllv>xmen A A
of fspring and then its value 778 hanged from 606 to
and vice versa4-41]. V=VU{ X
. . . . End
a Intelligent mutation: This mutation 42] searches o
for (10) or (01) combinations in commitment schedule, Output: V

then randomly changing them to 00 or 11. Figure 6: Update the Archive of nedominated solutions

u Swap window mutation Swap window mutation
works on the binary partli; ) of a chromosome by

. . _ ) Phase II: K-means Agorithm
selecting: 1 two units at random 2) a time window of

width w between 1 and T and 3) the location of the Step 10: CentresZ,, Z,,..., Z, of K initial cluster are
window, then exchanging the entries of the two units

which are in the window4g. randomly  chosen  from the n  observations

o . _ {X1, X500 X, } -

At any time instant, if status of any unit changed due to
mutation operator fronD to 1, the corresponding output Step 11: A point X,,i =1,2,...n is assigned to cluster
power of this unit will be changed from 0 to real value chosen v T

Cj v | {,2,...k } ifand only if:

at random from the range pp™", P
Step 8: Combination stage: At this step 4,45, all HXi - Z H ‘ﬂ)ﬁ %H p12..K&j ¢ (®
subpopulations are grouped once more to form a new
population, as shown irigure(5). Step 122 Centres of new clusterz,, z,,...,Z, are
computed as follows:
Subpopulation 1
* 1 - -
Subpopulation 2 ZI = — a XJ’ | 4’2’“_’K (9)
Subpopulation3 | ni incu
opepaiton
Populati
Subpopulation 4 I:> epren where N, is the number of elements which areldnging
to clusterC; .
Sibpepulionk Step13 If z, =7 ,i 4,2,.....K then the algorithm

, o terminate, otherwise go to stéfh.
Figure 5: Commination stage

Step 9: Update the Achive of Nordominated SolutionThe
proposed approach has an external archive ofdooninated
solutions which gets updated iteratively when new solutions
are found bsed on the concept of nalomination. The
Archive is updated in each iteration bgpying the solutions

After this phase, we get an initiatenter for all
predetermined clusters.
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Identifying the centroids of Pareb front shown in Figure(7) is presentedFigure (7) presents an
algorithm for identifying the centroid for each cluster in such
away that it locaten the Pareto front while, Figu(8) shows
geometrically how the identifying mechanism occurs.

In order to identify one single point belong to the Pareto front
that represents certain cluster, the failog algorithm as

‘.e.

N _ . _ 1 if x, 1 C
INPUT partition _matrix M=gm, gK =1,..K &] &,..n I 6 it 5]
i K

!
i
INPUTZ={2z,2,..., %}
Forall K1 {1,...K #o
Find, ={x, 1% % )=Min§ -z )" %2.ny }&
End for
OUTPUT Pareo front centriad: = z( 2z ,..%Z, )
Figure 7: Algorithm for identifying the Pareto front centroids, taken from [17]
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* ..
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- @
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Figure 8: Algorithm for identifying the Pareto front centroids, taken from] [17

Results problems cover different characteristics of MOOPs, namely
convex Pareto front, nonconvex Pareto Front and discrete
Pareto front and neaniformity of solution distribution.
Twenty problems from CEC2009 contain different shapes of
Pareto front isalected and described in Table 1

The proposedlgorithmis appliedby various Pareto front of
MOO Test Instances for the CECO09t6], which are
containing different Pareto front characteristics to demonstrat
its ability to select the most compromise set déison. The

Table 1: MOO Test Instances for the CEC09

Problem Problem features Problem Problem features

UF1 CF1

UF2 CF2

UF3 Unconstrained Problem: CF3 .

UF4 The two objectives to be CF4 Cl?nstl_amed IEFObI?H.l' TWE
UF5 minimized CF5 objectives to be mimimize
UF6 CFé6

UF7 CF7

UF8 Unconstrained Problem: CF8 Constrained Problem:
UF9 Three multiple objectives to CF9 Three multiple objectives to
UF10 be minimized CF10 be minimized
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Figure 9: Pareto Front of problem UF2 Figure 10: Pareto Front of problem UF1
Figure 11: Pareto Front of problem UF4 Figure 12 Pareto Front of pblem UF3

T T T T T T T T T T T T
1 . -
.
b -
1 -
oot -
4 ) .

Figure 13: Pareto Front of problem UF6 Figure 14: Pareto Front of problem UF5

TR B B R T

Figure 16: Pareto Front of problem UF7

Figure 17 Pareto Front of broblem UF10 Figure 18: Pareto Front of problem UF9

T T T T T T T T T T T T T T

Figure 19: Pareto Front of problem CF2 Figure 20: Pareto Front of problemFl
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e e e e L

Figure 21: Pareto Front of problem CF4 Figure 22: Pareto Front of problem CF3

[ ( ( I I

Figure 23: Pareto Front of problem CF6 Figure 24: Pareto Front of problem CF5

Figure 25: Pareto Front of broblem CF8 Figure 26: Pareto Front of problem CF7

Figure 27: Pareto Front of problem CF10 Figure 28: Pareto Front of problem CF9.
The algorithm(Phase Iwas impemented for th€0 problems  limited size. From the above results the selected sokition
which are taken from CEC2009 wittifferent Paeto front shoud havea diversity characteristics alsbmust cover the
Charctertistics as in figureS-¢8). entire Pareto front domain and allows the DM to attain a

reasonable representation of the Paogiimal front. In
addition, the results guarantee that the diversity among
selected solutions is aelved. Finally, the proposed algorithm
has a diversity preserving mechanism to overcome the cruise
of huge number of Parefmnt as in figure{9-48)

Optimization of the abowérmulated objectig functions
using multiobjective EAs yields a set of Paraiptimal
solutions, not give a single optimal solution. But the DM in
practical application needs select a set of solutions with
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