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Abstract

A queuing model has been developed for a system having three
servers wherein a customer may revisit to any of the servers.
The revisit of the customer is limited to maximum twice.
Customer may require the services of one or all the servers. If
he/she requires the service of more than one server, then it is
done in hierarchical order i.e. lower level (Server 1) to higher
levels (Server 2 and then Server 3, if required). After getting
the service from any of the servers, the customer may revisit to
any other server following the hierarchy or may leave the
system at any stage depending upon his/her satisfaction.
Whenever, a customer revisits, the probability of leaving the
server does not remain same as that was for leaving that server
on his/her previous visit. The steady-state equations have been
derived for finding mean queue length using generating
function technique and the graphical analysis of the model is
done thereafter.

Keywords: Queuing system, Three servers, Hierarchical order,
Feedback, Chances of Two Revisits, Expected Queue Length.

INTRODUCTION

Feedback queuing systems may be observed in our daily life
where customer may revisits to the same server or some other
server, if any, for service. Many a time it is observed that
customer may not found satisfied after getting service and
he/she have to revisit the system more than once. A lot of work
has been done on multi-server and feedback queuing models by
a good number of researchers such as Luo and Tang (2011),
Chassioti et.al. (2013), Wei et al. (2013), Morozov (2014),
Yanfeng and Christos (2015), Sreekumari et.al. (2016),
Bouchentouf and Yahiaoui (2017), Antonioli et al. (2018).
Service in hierarchical order in a feedback queuing system is
also worth considering as the same may be observed in many
practical situations and hence Kumar and Taneja (2017) have
considered a feedback queuing system with three servers in
hierarchical order wherein a customer may revisit atmost once
to the system in hierarchical order. However, the possibility of
moving backward/forward to the preceeding/succeeding
servers more than once may also be observed in many practical
situations such as administration, hospitals, manufacturing etc.

Keeping the above in view, a queuing model with provision of
service in hierarchical order by three servers and chances of two
revisits has been developed in the present paper.

First of all, a customer arrives at first server from outside the
system. He/she may leave the system after getting service from
first server or go to second server for further service. After

getting the service from second server, he/she may leave the
system or go to the lower level server or higher level server
depending upon his/her satisfication. Then from third server
he/she may leave the system or go back to any of the previously
visited servers as per his/her satisfication level. If he/she is not
satisfied by the service then he/she may revisit any server
atmost twice but following the hierarchy.

The steady-state equations have been derived to find the mean
queue length using generating function technique. Numerical
results have also been obtained.

NOTATION

A =mean Arrival rate

w1 = mean service rate of 1% server

L2 = mean service rate of 2" server

3 = mean service rate of 3™ server

n = the number of times a customer may be serviced

ni, n2, n3 = be the no. of customers at 1%, 2" and 3" server at
any time t

a' = probability of customer leaving 1% server ith time i = 1, 2,
3

b' = probability of customer leaving 2" server ith time where i
=1,2,3

¢! = probability of customer leaving 3™ server ith time, i =1, 2,
3

pi = probability of customer going outside the system from 1%
server ith time,i=1, 2, 3

piz = probability of customer going from 1% server to 2™

server ith time wherei=1,2, 3

pi2 = probability of customer going inside the system from
second server ith time,i=1,2, 3

pi21 = probability of customer going from second server to 1
server ith time,i=1, 2, 3

pi23 = probability of customer going from second server to 3™
server ith time,i=1, 2, 3
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p; = probability of customer going outside the system from
third server ith time,1=1, 2,3

pi32 = probability of customer going from third server to

second server ith time;1=1, 2, 3

p;l = probability of customer going from third server ith time;
i=1,2,3

A= Zaipiz A= Zaipil ,B= zbipiz ,
i i il
u P n-l : n ..
B, = Zblplzz. . B, = Zblpln ,C= chpg >
i=1 i=1 i=1

n—1 o n—1 o
_ il _ i
C —ZCP31 .Gy = ZC P3»
i=1 i=l

suchthat A+ A;=1,B+B;+Bx;=1,andC+C; +C,=1.

FORMULATION OF PROBLEM

The queue network consists of three service channels in
hierarchical order i.e. lower level (Server 1) to higher levels
(Server 2 and then server 3) if required. It is assumed that
customer arrives at first server from outside the system with
mean rate A and according to a poison process and then goes to
second and third server. The situation has been shown by the
following sate transition diagram:

P, PaA P
s Py
— S - Sz - Ss
Pi P2
pl;n pisz
Figure 1

1. Possible states leaving Siserver:

b3 P33

exit

3. Possible States leaving Sa:

Figure 2. Transition diagram showing various states of the
system

If the customer gets service from first server ith time (i=1, 2, 3), then pli + p{z =1. After getting service from second server ith

time (i=1, 2), we have p; + p;l + p;3 =1 and p; + p;3 =1 for i=3. Customer after getting service from the third server ith time

(i=1,2), we have py+ py; +py,=1and py+ pl, =1 for i=3.
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Let Pn s (t) be the probability that there are nj, ny, n3 customers on 1%, 2nd and 3™ at time t. The steady—state equations are
given by:
(7\’ + l”l'l + “’2 + l’l3) ng,n,,ns (t) }\‘ —1,n,,n; + A‘ll’lll‘)nl-#l,nz—l,n3 + ‘AMan]H,nz,n3 + ]Bl’lZ]‘)nl,nzH,n3

+B1M2Pnl,n2+l,n3—l +B2M2Pnl—1,n2+l,n +C“’3Pn 1y .05+ +CIH3Pn1—1,n2,n3+l + C2“’3Pnl,n2—l,n3+l (M

for n;, ny, n3 > 0.
(7\’ + MZ + ”’3 )Pnl,nz,n3 (t) = IAM'IPl,nz—l,n3 (t) + IAIMIPI,nZ,n3 + ]3M2PO,nz+l,n3 +B1M2P0,n2+1,n3—1
+Cp,P,

Ounyung+l T C ;P 0,n,—1Lny+1 2

for n; = 0 and ny, n3 > 0.

(A+p, +1)P, 1,,0,n; (t) = n “10m, T HlAPn] ony T Bl‘lan,,l,n3 +B1M2Pn, dnga T B,w,P

n—L1n,
+ C,"L}Pnl 0,05 41 +C1M3Pn171,0,n3+1 3)
for n, = 0 and n;, n3 > 0.
(A+p, + Hz)Pn, 1,0 (t) = kPnH,nz,o TAWP, o AP, L o FBILP
+ BIHZPnlfl,anrl 0 +CH3Pn ayl T CﬂvlsPnI “Ln,,l +C2“‘3Pn| Ny “4)

for n3 = 0 and ny, n; > 0.
(A+u, )Po,o,n3 (= A,"I'IPI,O,n3 + B“’ZPO,I,n3 + BIMZPO,I,n3—1 + Cuspo,o,n3+1
(%)

for ny, no =0 and n3 > 0.

(7\’—'_“]) oo(t) AP 100+AM1Pn+100+BM2Pn 10T Bz“zpn 110+CM3P11 01+C]M3Pn -1,0,1 (6)
for ny, n3 =0 and n; > 0.

A+ L, )PO,n2,0 = All'llPl,nz—l,o + AMIPI,nZ,O + B“zpo,n2+1,o + CM3P0,n2,1 + Cz”spo,nz—l,l (7
for ny, n3 =0 and n; > 0.

7"P0,0,0 (H= APHP],O,O +Bu, P 0+ Cuspo,o,l 3

for ny, no & n3 = 0.

To find the steady—state solution of the model, we define the generating function to solve (1) to (8) as :

F(x, Y, 2) = Z Z Z e, (DX Y™ 2" ©)

n;=0n,=0n;=

In order to solve the expressions, we use the following partial generating functions as:

o0

oy
n2 n3 Z n,n,,0, (t)X N

o0

G, .= Z oy (DY (10)

Hnl,n2 (Z) = Z Pnl,nz,n3 (t)'Zn3 _J
n; =0
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I (x,y)= Z ZHS(X)Y“Z—Z o (DX

n; =0
1, v:2)=2.G, (V2" =Y H,  (2)y" (11)
n;=0 n,=0

K, (x,2)= Z F oo (x).z™ = Z H, . (z).x™ )
n3=0 n, =0

Multiplying (1) by X" , summing over n; from 0 to oo, using (2) and (10), we obtained:

()\' + M2 + M})Fnz ns (X) + l"l‘1P:112,113 (X) - M3P0’n2,n3 (t)

A A
= X}\‘Fnz,n3 (X) + MIX 1 [Fnzfl,n3 - PO,H2+1,1’13 ] + H; n,,ny (X) 0 n,,ny (t)] + ]31'l2]‘:n2+1,n3 (X)

+B Fn fng1 T X-Bzuan2+1,n3 (x)+ M3CFn2,n3+] (x) + M3X'C1Fn2,n3+l (%) +H3CZFn2—l,n3+l (12)
for n; > 0 and ny, n3 > 0.

Similarly from (3), (4), (6) by using (5), (7), (8) respectively we obtained following:

A+1)E o T E, —Poe, (O =AxE, (x) B2 [Fo —Poon, 1 1,BE,  +1L,BE

+ XHZBZE,n3 (x)+ H3CFo,n3+1 (x) +“’3XCIFO,n3+1 (x) (13)
for n; > 0 and ny, n3 > 0.
WA,
(X+H2+“1)F -, P 0.n,.0 = AxE, O(X)+ x [Fnz—l,O POn 10]+ [ On 0]
+LXxBE, Lo T ek HsxeE 4 M302Fn2—1,1 (14)
for ny, n3 > and n, > 0.
(A +1)E o (x) = Py 00 (1) =2AXE, ((X) B2 E) o (X) =Py o0(D)] +1,BF ; +1,xB,F ,(x)
+,¢E, | + e Xk | (15)

forn; > 0 and np, n3 = 0.

Multiplying (12) by y"?, taking sum over n, from 0 to oo, using (13) and def. in (10) ,(11) we have :

(7\' T Y, H3)In3 (X, Y) - MzFo,n3 - l’llGo,nz

= XML, (x, y>+“1y LI, (x,y)— G0n<y>]+ AL (xy)- Gon(y)]+“; [T, (,y)

B xu. B
F,, ()] + “2y UL, (%, y) —F,, L (0]+ %[Inz x,y)~E, (Ol +pel,
+Haxe L, (X, y)+ yye, L (X, y)

(16)

for n;, n; > 0 and n3 > 0.
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Similarly from (14) by using (15) we have:
A+ ) (x,y)— WF o —1Go,

A A xB
= AxI,(x, y)+%[lo<x, y)—GO,o(y)]+”17[Io(x, ) =Gy, +“2—y2[10<x, y)—F,,(x)]

u,B

+ y [y (X, ¥) = Fo o ()] + pseli (X, y) + paxe L (X, y) + 1y ye, L (X, y)

Multiplying (16) by Z™ , taking sum over n; from 0 to oo, using (17) and def. of generating function in (9), we have :

1 1 1
H3IO (X, Y)[l _Z(C + XC, + y¢, )] + HzKo (X, Z) |:1 - ;(B + ZB] + XBz):| + “110(3’7 Z)[l - ;(yAl + A)]

Fx,y,2)= 1 1 1
M=) = A+ AT (B4 7B+ B pll = (e xe, e, )]

rom (18) we have following:
—,C 1,1, D) -, B, K, L, D) +pJ (L) =A+p, —p,B, — 1w
—1,C LD +p, K (LD + A T (L) =p, —u,C, —p, A,
Lo (L1 —p,B K (1,1) = py —p, B,

Solving (19), (20) and (21), we get:

AA,
w[-1+B,A, + B, (AC, +C,)]

Ko(l, 1)= 1+

7{ 1-B,C,

J,,) =1+—
Ly _1+A1B2 +B1(A1C1 +C2)

AAB,

I, =1+
w(=1+A B, +B,(AC, +C,))

f(x,y,2)

Let us denote  F(x,y,z) =
g(x,y,2)

where

1 1
fx,y,2) = M3IO (X’ Y)[l - E (C +XcC, +Y¢, )] + MzKo (Xa Z)[l - ; (B +7ZB+ XBZ)]

(s z)[l—i(yAl +A)]

and (s, 2= 21— )+ [1 =~ (YA, + A)]+ i [1— — (B+ZB, + xB,)]
X y

+ u3[1—%(C+XC1 +yC,)]

14535

(17)

(18)
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(20)

(e2))
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Let Lq, = Marginal mean queue length at first server.

25, (35
_ ox (LL) aXZ 1,11 ox (LLI) aXZ 1L
- 2
(%)
Ox (11,1

_ -M1-B,C,]
[-1+A B, +B,(AC +C)[-A+p, —u,B, —u,C|]

B -AM1-B,C,]
R[-A+ M —H,B, ~ “3C1 ]

27

where R = -1+ A;B> + By (A1Cy + Cy)

Lq, = Marginal mean queue length at second server.

( ﬁyfj (Gyzgj [Gyj (ﬁny]
(LLD ’ (LLI) (LLD ’ (A,L1)
2KEJ }2
(LLD
—)LA,

R[-m A +p, —pyG, ]

Lq,; =Marginal mean queue length at third server.

(l’lal) (1,1,1) (1,1,1) (1,1,1)
2
(1,1,1)

(28)

___—MB,
R[-1,B, +1,]

Let Lq = Mean queue length of the entire system
= Lq, +Lq, +Lq;

_ (_&j { (1+B1C2) }+{ Al }+{ ABI } (30)
R (A +p, —p,B, —p,C (A +u, —Cy) (—1,B, +1,

(29)

14536



International Journal of Applied Engineering Research ISSN 0973-4562 Volume 13, Number 20 (2018) pp. 14531-14539
© Research India Publications. http://www.ripublication.com

RESULTS AND DISCUSSION

We discuss particular cases varying the values of n, i.e. number of times the service by the same server is allowed.

Case 1: when n=2

R AR 2.2
{1—0 psz(bpz3+b p 23)}

1.1 2.2
(a pi2 +a Plz)

W | >

+

L1 1
A= +b'papy +Cp3s [Ml(alp%z +a’ply) — o +M3CIP§2J

11 2.2 \ld 122
(a pip +a Plz)(b p23+b°p33)

Replacing a! by a, a2 by a', b' by b, b? by b, ¢! by ¢ and ¢? by ¢'
in above result for Lq, we obtain the same result as was
obtained by Kumar and Taneja (2017) wherein the authors
discussed the case of revisit of customer to the servers atmost
once for service.

Case 2: When n=3

1. Behaviour of the mean queue length of the entire system
with respect to arrival rate (A) is depicted in Table 1. The
probability of leaving the first server first time (a') has been
varied whereas the value of other parameters has been kept
fixed.

Table 1: Mean Queue Length with respect to A and a'.

u1=40,u2=35,u3=38,p121=0.4, ,p122=0.3,p123=0.6,p11=0.6, p1z=0.7,
p3=0.4,b"=0.5,b2=0.3,b3=0.2,p2"'=0.2, p2,?=0.15, p2,*=0.1,p,'=0.5, p2?=0.6,
p23=0.7,p231=0.3, p232=0.25, p233=0.2,C1=0.7,C2=0.2,C3=0.1,p31=0.65, p32=
0.6,p33=0.5,p311=0.2,p312=0.15,p313=0.1,p321=0.15,p322=0.25,p323=0.4

a'=0.5, a%=0.3, a3=0.2 a'=0.6, a®=0.25,

a’=0.15

a'=0.7, a®>=0.2, a3=0.1

A L(]1 LqZ L(]3 L L(]1 LqZ L(]3 L Lq1 LC]z LC]3 L

51123 |26.6|18.1|168|123|26.8|17.9|168|123|26.9|17.6|167

6 (141 32 [21.7(195|141|32.1|21.5|195|141|32.2|21.2|194

7 | 157 (37.3|25.4|220(157|37.5| 25 |219|157|37.6|24.7|219

8 | 171|426 29 |242|171|42.8|28.6|242|170| 43 |28.2|242

9 (182 | 48 |32.6|263|182|48.2(32.2|262|182|48.3|31.7 262

10(191|53.3|36.2 281|191 (53.5|35.8|280|191|53.7|35.3|280

11(198|58.6|39.9 (297|198 |58.9|39.3|296|198|59.1|38.8|296

12 (203 |63.9|43.5(311|203 |64.2|42.9|310|203|64.4|42.3|310

13 (206 |69.3 |47.1 (322|206 |69.6|46.5|322|205|69.8|45.9 321

14 (206 | 74.6 | 50.7 | 332|206 | 74.9 | 50.1 | 331 | 206 | 75.2 | 49.4 | 330

15(205|79.9|54.4 (339|204 |80.3|53.6|338|204|80.6|52.9 338

[Mz(blplw +b?p33) - M3}

Graph for Mean Queue Length of the System (Lq) has been
plotted with respect to arrival rate A for different values of a' as
shown in the Fig. 3.

365
g
=
t 315
c
3
% 265 et 3'=0.5
3 =l 3'=0.6
c 215
] ] a'=0.7
=

165 4

5 10 15 20
Arrival Rate A

Figure 3

Following can be interpreted from Table 1 as well as Fig. 3

Mean queue length (Lq) of the system increases with the
increase in mean arrival rate (1) whereas it decreases with the
increase in probability (a'). However there is no significant
difference between mean queue lengths with respect to (al).

2. Behaviour of mean queue length for each server and
the entire system with respect to service rate of first
server (W) is depicted in Table 2. The service rate of
second server (l1,) has also been varied whereas the
values of other parameters have been kept fixed.
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Table 2: Mean queue lengths with respect to p; for different po.

H3=19,A=10, a'=0.5, a?=0.3, a3=0.2,p1,'=0.4, ,p122=0.3,p:1°=0.6, p'1=0.6, p1=0.7,p*=0.4,b'=0.5,b2=0.3,b3=0.2,p»'=0.2, p212=0.15,
p213=0.1,p,"'=0.5, p,%=0.6, p,3=0.7,p23'=0.3, p23%=0.25, p,33=0.2,c'=0.7,c2=0.2,c3=0.1,p5'=0.65,
p3%=0.6,p33=0.5,p31'=0.2,p3:2=0.15,p3:*=0.1,p3,'=0.15,p3,2=0.25,p3,3=0.4
U2=20 M2=22 H2=24

M1 Las Lgz Lgs L Lgs Lz Las L Las L2 Las L

25 90.57 23.03 13.83 127.4 87.66 30.64 13.29 131.6 84.75 38.26 12.76 135.8
26 99.38 21.46 13.83 134.7 96.47 29.08 13.29 138.8 93.56 36.7 12.76 143
27 108.2 19.9 13.83 141.9 105.3 27.52 13.29 146.1 102.4 35.14 12.76 150.3
28 117 18.34 13.83 149.2 114.1 25.96 13.29 153.3 111.2 33.58 12.76 157.5
29 125.8 16.78 13.83 156.4 122.9 244 13.29 160.6 120 32.01 12.76 164.8
30 134.6 15.22 13.83 163.7 131.7 22.83 13.29 167.8 128.8 30.45 12.76 172
31 143.4 13.66 13.83 170.9 140.5 21.27 13.29 175.1 137.6 28.89 12.76 179.3
32 152.2 12.09 13.83 178.2 149.3 19.71 13.29 182.3 146.4 27.33 12.76 186.5
33 161 10.53 13.83 185.4 158.1 18.15 13.29 189.6 155.2 25.77 12.76 193.8
34 169.9 8.97 13.83 192.7 167 16.59 13.29 196.8 164 24.21 12.76 201
35 178.7 7.409 13.83 199.9 175.8 15.03 13.29 204.1 172.9 22.64 12.76 208.3

Graph for Mean Queue Length of the System (Lq) has been CONCLUSION

plotted with respect to service rate of first server (n;) for
different values of 1, as shown in the Fig. 4.

215
205
195
185

175
a— MZ:ZO
165
e |1,=22
155
Hz=24
145

Mean Queue Length Lq

135 .
125

25 27 29 31 33 35 37
Service rate of first server ()

Figure 4
Following can be interpreted from Table 2 as well as Fig. 4.

Mean queue length of the system (Lq) increases with the
increase in the value of service rate of first server (p1) as well
as increase in service rate of second server (12).

A queuing model has been developed on a practical situation
which may be observed in various fields of life such as
hospitals, administration and manufacturing. A customer/
product is served/dealt by three servers to whom the customer
can revisit but at most twice. Expected queue length has been
obtained for the model and its nature has been depicted through
numerical results and graphs with respect to arrival/service
rates taking particular cases which reveal that mean queue
length get increased with increase in the value of arrival rate,
service rate of first server and service rate of second server.
However the mean queue length decreases with increase in the
probability of leaving the first server by the customer. The
results derived in the present model have also been deduced by
putting n=2 to show that these results are the same as were
obtained by Kumar and Taneja (2017).

REFERENCES

[1]  Antonioli, R. P., Rodrigues, E. B., Maciel, T. F., Sousa,
D. A. and Cavalcanti, F.R.P., 2018, “Adaptive Resource
Allocation  Framework for User  Satisfaction
Maximization in Multi-Service Wireless Networks”,
Telecommunication Systems, 68(2), pp. 259-275.

[2] Bouchentouf, A. A., and Yahiaoui, L. 2017, “On
Feedback Queueing System with Reneging and
Retention of Reneged Customers, Multiple Working
Vacations and Bernoulli  Schedule Vacation
Interruption”, Arabian Journal of Mathematics, 6(1), pp.
1-11.

14538



International Journal of Applied Engineering Research ISSN 0973-4562 Volume 13, Number 20 (2018) pp. 14531-14539
© Research India Publications. http://www.ripublication.com

[3] Chassioti, E., Worthington, D. and Glazebrook, K.,
2013, “Effects of State-Dependent Balking on Multi-
Server Non-Stationary Queueing Systems,”Journal of
The Operational Research Society, 65 (2), pp. 278-290.

[4] Kumar, S. and Taneja, G. 2017, “Analysis of a
Hierarchical Structured Queuing System with Three
Service Channels and Chances of Repetition of Service
with Feedback”, International Jounal of Pure and
Applied Mathematics, 115 (2), pp. 383-363.

[5] Luo, C. and Tang, Y., (2011), “The Recursive Solution
for Geom/G/1(E, SV) Queue with Feedback and Single
Server Vacation”, Acta Mathematicae Applicatae
Sinica, English Series, 27 (1), pp. 155-166.

[6] Morozov, E., 2014, “Stability Analysis of a General
State-Dependent Multiserver Queue”, Journal of
Mathematical Sciences, 200 (4), pp. 462-472.

[7]  Sreekumari, P., Jung, J. and Lee, M., 2016, “An Early
Congestion Feedback and Rate Adjustment Schemes
for Many-To-One Communication in Cloud-Based
Data Center Networks”, Photonic Network
Communications, 31 (1), pp. 23-35.

[8] Wei, C.-M., Qin, Y.-Y. and He, L.-X., 2013, “A
Discrete-Time  \(Geo/G/1\) Retrial Queue with
Preemptive Resume, Bernoulli Feedback and General
Retrial Times”, Fuzzy Information & Engineering and
Operations Research & Management, 211, Pp. 539-550.

[9]  Yanfeng, G. and Christos, G., 2015, “Multi-Intersection
Traffic Light Control with Blocking. Discrete Event
Dynamic Systems, 25 (1-2), pp. 7-30.

14539



