Abstract
Support Vector Machine (SVM), Radial Basis Function (RBF) neural network, and Decision Tree Forest (DTF) are presented in this research to find the best relationship between stage and discharge of Al-Gharraf River, Southern Iraq. Different combinations of river stage (St) with antecedent lag time for one day (St-1) and the antecedent discharge for one day (Qt-1) are tested here as inputs to the data mining developed models to estimate the effect of each input variable on target variable (Q). Cross validation method is used to estimate the performance of the models results, a random set of rows is selected to each validation fold after stratifying on the target variable. There is no significant improvement in the results of all data mining models when using the input combination variables (St, St-1) compared with the models that have only one input variable (St). Lack of improved predictability due to that the observations specifically (stage variable) that are clustered in a small number of groups. The input combination variables (St, Qt, St-1) improved the model's performance by reducing RMSE (41.68%, 35.54% and 37.31%) and increasing R² (14.27%, 12.83% and 14.67%) for models No. (3, 6 and 9) respectively compared with the models (1, 2, and 3) performances that have only one input variable (St). The performances of SVM models are slightly better than two other models (RBF and DTF). Data mining techniques specifically (SVM, RBF, and DTF) are efficient and powerful techniques for modeling stage-discharge relationship.
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INTRODUCTION
In water resources management it is important to estimate discharge in more accuracy for the river. Many inputs from hydrological studies such as precipitation and runoff are used in water resources management. These inputs variables are estimated or predicted using previous experience. These estimations are useful in many ways, they provide extreme flood warning or drought conditions, and help to improve the operation of systems such as reservoirs and energy. The relationship between the water-surface stage (i.e. the water level) and the simultaneous flow discharge in a river or an open channel is known as stage-discharge relationship or rating curve. The rating curve is a very important tool in hydraulic and hydrology science because the values of discharge are highly dependent on a stage-discharge relationship at the gauging station. The conventional method to collect information about the current discharge by measuring the stage of the river and then use the stage-discharge relationship to predict the flow discharge is more effective method. So, the direct measurements of discharge need a high cost, a large consumer time and difficult to carry out in case of flooding.

In recent decades, many predicting techniques, including physically based hydrodynamic models (e.g., CHAM, MIKE21, and EFDC), time series analysis (e.g., auto-regressive moving average and auto-regressive integrated moving average), and data driven techniques (e.g., artificial neural networks (ANNs), fuzzy logic control (FL), and model trees), have been developed to simulate hydrological time series [1-10].

Genetic programming (GP) and genetic algorithm (GA) are used by few researchers in water resources engineering. Dorado et al. (2003), applied GP and artificial neural network (ANN) for predicting runoff using rainfall data in urban areas [11]. Cheng et al. (2005) used GA for calibrating fuzzy logic model that used for simulating rainfall-runoff [12]. Hazi Mohammad Azamathulla et al. (2011) used gene expression programming (GEP) for estimating stage discharge relationship for Pahang River in Malaysia and compared his results with the conventional methods [13], Zahiri et al. (2012) applied GEP for forecasting flow discharge in compound channels and compared the results with vertical divided channel method (VDCM), the results showed that GEP model has more accurately than VDCM [14].

The objective of this research is to support the use of soft computing technique, support vector machine (SVM), radial basis function (RBF) neural network, and decision tree forest (DTF) in the field of water resource engineering especially to show the strong relation between stage and discharge. Furthermore, it is an investigation the capability and efficiency of these techniques for estimating the relationship between stage and discharge of Gharraf River, southern Iraq. DTREG (Predictive Modeling Software) [15] was used for developing all data mining models in this research.

STUDY AREA AND DATA SET
Gharraf River system is located in Mesopotamian plain, southern Iraq as shown in Fig.1. Gharraf River is the main branch of the Tigris River. It branches from the Tigris River near to Al-Kut Dam, south of Iraqi capital (Baghdad) to the
Euphrates basin. It passes through Wasit and Dhi-Qar governorates and diminishes north of Nassryia City, in the south of Iraq. The length of Gharraf River around 230 km and its drainage area is $4.35052 \times 10^6$ m$^2$. Fifty-two channels and 968 water system trench branching from it which irrigate an area of 700,000 hectares [16, 17]. It located on longitude line 45°47'25"E, and latitude line 32°31'05"N which gives the river valley a dry desert climate typical of the region. The summers are hot and dry, with average high temperatures reaching above 40°C while the winters are mild. Rainfall is occurred during the period from November to April and averages 100 mm annually, high rate of sun radiation, and high rate of evaporation [18, 19].

The daily averages of stage and discharge data for the Gharraf River were used in this research for the period from January 2015 to December 2015. A statistical summary of these variables is presented in Table 1. The dispersion about the mean is measured by the standard deviation, which is also called the root mean square of the departures from the mean. From results of Table 1, could be concluding that the dispersion of discharge is greater than dispersion of stage. When a data set has a large value as shown in the difference between maximum and minimum value of discharge (64 m$^3$/sec), the values in the set are widely scattered; when it is small the items in the set are tightly clustered as stage river values. The lack of symmetry of a distribution is called skewness or asymmetry, also, skewness is a measure of the asymmetry of the probability distribution of a real-valued random variable about its mean. The skewness value can be positive or negative, or undefined. Negative skew indicates that the tail on the left side of the probability density function is longer or fatter than the right side. Conversely, positive skew indicates that the tail on the right side is longer or fatter than the left side (see Fig. 2 & 3). The excess kurtosis of normal distribution is equal to zero, for an excess kurtosis having value above 0 indicates the tails are heavier than the normal distribution. An excess kurtosis below 0 indicates the tails are lighter than the normal distribution. An excess kurtosis value of 1 and above or -1 and below indicates a sizable departure from normality. As shown in Table 1, both excess kurtosis for stage and discharge doesn’t exceed 1 or below -1. The first quartile (1$^{st}$ Quartile) is defined as the middle number between the smallest number and the median of the data set. The third quartile (3$^{rd}$ Quartile) is the middle value between the median and the highest value of the data set. The (1$^{st}$ Quartile and 3$^{rd}$ Quartile) for stage and discharge data set are (9.1, 9.3, 63, 80) respectively.

Figure 1: Map of Gharraf River system, Southern Iraq [19].
Table 1: Statistical Summary of the Averages Daily for Stage and Discharge of Gharraf River.

<table>
<thead>
<tr>
<th>Statistical item</th>
<th>Stage</th>
<th>Discharge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>9.24</td>
<td>71.21</td>
</tr>
<tr>
<td>Standard Deviation:</td>
<td>0.16</td>
<td>11.29</td>
</tr>
<tr>
<td>Skew</td>
<td>0.11</td>
<td>0.20</td>
</tr>
<tr>
<td>Excess Kurtosis</td>
<td>-0.26</td>
<td>0.09</td>
</tr>
<tr>
<td>Median</td>
<td>9.2</td>
<td>70</td>
</tr>
<tr>
<td>Minimum</td>
<td>8.8</td>
<td>44</td>
</tr>
<tr>
<td>Maximum</td>
<td>9.75</td>
<td>108</td>
</tr>
<tr>
<td>1st Quartile</td>
<td>9.1</td>
<td>63</td>
</tr>
<tr>
<td>3rd Quartile</td>
<td>9.35</td>
<td>80</td>
</tr>
</tbody>
</table>

Figure 2: Frequency Distribution and Standard Normal Distribution Plot of Gharraf River Stage.

Figure 3: Frequency Distribution and Standard Normal Distribution Plot of Gharraf River Discharge.

DATA MINING TECHNIQUES

Support Vector Machine

Support vector machine (SVM) which is a novel kind of NN, is developed by Vapnik [20]. Support vector machine implements the classification by creating an N-dimensional hyper plane that optimally separates the data into two categories. Support vector machine models are closely related to neural networks. Support vector machine model using a sigmoid kernel function is equivalent to a two-layer, feed-forward neural network. Support vector machine is an alternative training method for radial basis function, polynomial, and multi-layer perceptron classifiers [15]. The weights of the network are found by solving a quadratic programming problem with linear constraints. According to the training data, the aim of the SVM learning is to find a non-linear regression function to yield the output ŷ, which is the best approximation of the desired output y with an error tolerance of ε. The regression function that relates the input vector x to the output ŷ can be written as:

\[ f(x) = w^T \varphi(x) + b = \hat{y} \]  

Where:

- \( \varphi(x) \): A non-linear function mapping input vector x to a high-dimensional feature space.
- w : Weights.
- b: Bias.

A no-linear function is estimated by minimizing structural risk function.

\[ R = \frac{1}{2}w^Tw + C \sum_{i=1}^{N_d} L_\varepsilon(\hat{y}_i) \]  

Where:

- C: User defined parameter representing the trade-off between the model complexity and the empirical error. If it is too large, a high penalty for nonseparable points and may store many support vectors and overfitting. If it is too small, may be occurring under fitting [21].
- \( L_\varepsilon \): Vapnik’s \( \varepsilon \) -insensitive loss function, \( \varepsilon \) has an effect on the smoothness of the SVM’s response and it affects the number of support vectors. The value of \( \varepsilon \) can affect the number of support vectors used to construct the regression function. The bigger \( \varepsilon \), the fewer support vectors are selected.

The formulation of SVM problem as an optimization problem as following [20]:

\[ \text{Maximize} \sum_{i=1}^{N_d} y_i (\alpha_i - \alpha_i') - \frac{1}{2} \varepsilon \sum_{i=1}^{N_d} (\alpha_i + \alpha_i') - \frac{1}{2} \varepsilon \sum_{i=1}^{N_d} \sum_{j=1}^{N_d} (\alpha_i + \alpha_i') (\alpha_j + \alpha_j') \varphi(x_i)^T \varphi(x_j) \]  

Subjected to:

\[ \sum_{i=1}^{N_d} (\alpha_i - \alpha_i') = 0 \]

\[ 0 \leq \alpha_i, \alpha_i' \leq C, \quad i = 1, 2, \ldots, N_d \]

Where:

- \( \alpha_i, \alpha_i' \): Dual Lagrange multipliers.
The standard quadratic programming algorithm is used to obtain the optimal Lagrange multipliers; the regression function is rewritten as follows:

\[ f(x) = \sum_{i=1}^{N_d} \alpha_i^* \varphi(x_i)^T \varphi(x) + b = \sum_{i=1}^{N_d} \alpha_i^* K(x_i, x) + b \]  

(4)

Where:

\[ K(x_i, x): \text{kernel function, which can simplify the mapping.} \]

By using the kernel function, the data can be mapped implicitly into a feature space (i.e. without full knowledge of \( \varphi \)) [22]. Commonly used kernel functions include (1) linear kernel function; (2) polynomial kernel function; (3) radial basis kernel function; (4) Sigmoid kernel function and (5) spline kernel function.

\( \alpha_i^* \): The optimal Lagrange multipliers.

Radial basis function or RBF kernel is used in this research, it is a common kernel function used in various kernelized learning algorithms. In certain, it is commonly used in support vector machine classification [23]. The RBF kernel on two samples \( x_i \) and \( x_j \), represented as feature vectors in some input space, is defined as [24]:

\[ k(x_i, x_j) = e^{-\gamma \| x_i - x_j \|^2}, \gamma > 0 \]  

(5)

3.2 Radial Basis Function

A Radial Basis Function (RBF) neural network comprises three layers; an input layer, a hidden layer and an output layer as shown in Fig. 4. Hidden neurons use RBF as activation function. Different types of radial basis functions can be used, but the most convenient is the Gaussian function [15]. An RBF network positions one or more RBF neurons in the space described by the predictor variables. The space has as many dimensions according to the predictor variables. The Euclidean distance is calculated from the center of each neuron to the point being evaluated; by using a radial basis function for the distance to determine the weight for each neuron. The radial basis function is so named because the radius distance is the argument to the function. The node in the hidden layer is a \( p \)-multivariate Gaussian function, given as follows:

\[ h_j(x) = \exp \left[ -\frac{1}{2 \sigma^2} \| x - c_j \|^2 \right], \quad j = 1, 2, \ldots, M \]  

(6)

Where:

\[ \| \cdot \|: \text{The Euclidean norm.} \]
\[ x: \text{The input vector.} \]
\[ c_j: \text{The center vector of the } j^{\text{th}} \text{ hidden neuron.} \]
\[ \sigma: \text{The width of the hidden neurons.} \]

The best predicted value for the new point is found by summing the output values of the RBF functions multiplied by weights \( (w_i) \) computed for each neuron as shown below:

\[ F(x) = \sum_{i=1}^{N} w_i(h_j(x)) \]  

(7)

The training algorithm developed by Chen et al.(2005)[25] is used in this research. The optimal center points and spreads for each neuron are determined by using this algorithm. It also determines when to stop adding neurons to the network by monitoring the estimated leave-one-out (LOO) error and terminating when the LOO error begins to increase due to over fitting. Ridge regression is used for computation the optimal weights between the neurons in the hidden layer and the summation layer.

\[ \sum_{i=1}^{N} \alpha_i^* \varphi(x_i)^T \varphi(x) + b = \sum_{i=1}^{N_d} \alpha_i^* K(x_i, x) + b \]  

(4)

Decision Tree Forest

Decision Tree Forest (DTF) is an ensemble (collection) of decision trees whose classifications or regressions is combined to make the overall classification or regression for the forest [26]. Decision Tree Forest models often can provide greater predictive efficiency and accuracy than single-tree models. In general, the more trees in the forest mean the forest is more robust. In the same way in the DTF classifier, the higher number of trees in the forest gives the high accuracy results. When developing DTF model, several parameters must be selected to adjust the behavior of this model, the first one is the number of tree in forest; this parameter specifies how many trees are to be constructed in the decision tree forest. It is recommended that a minimum value of 100 be used [15]. Another one parameter is minimum size node to split; a node in a tree in the forest will not be split if it has fewer than this number of rows in it. The third parameter is maximum tree levels; some research suggests that it is better to grow very large trees, therefore; a greater value should be set to the maximum tree levels and the minimum node size control would limit the size of the trees. The DTF algorithm to construct a decision tree forest is as follows [15].

i. Choose a random sample of N observations from the data set with replacement (this is called “bagging”). There are observations that can be selected again, while; others data will not be selected. By sampling process (2/3) of the rows will be selected. The data outside of the selection are called the “out of bag (OOB)” rows. A new random selection of rows is made for each constructed tree.

ii. Using the selected rows from step 1 for constructing a decision tree as shown in Fig. 5. The tree does not prune when it’s constructed to the maximum size. Only
allow a subset of the sum of a predictors set of variables to consider possible splitters for each node. Select the set of predictors to be represented as a selected random subset of the total set. Carry out a new random selection for each split. The predictor (possibly the best one) excluded from one split may be used for another split in the same tree.

iii. Repeat steps i and ii (try again for several times to build a thick forest of trees).

iv. To “score” a row, run the row through each tree in the forest and record the predicted value (i.e., terminal node). Determining the average score predicted of the trees for a prediction analysis.

\[ \text{Figure 5: Basic Decision Tree Forest Architecture.} \]

**APPLICATION OF DATA MINING TECHNIQUES**

The daily averages of stage and discharge data for the Gharraf River were used in this present study for the period from January 2015 to December 2015. Three data mining techniques are used here, support vector machine (SVM), radial basis function (RBF) neural network, and decision tree forest (DTF). The performances of each model for both training and forecasting data are evaluated according to coefficient of correlation (R) (Eq. 8), root mean squared error (RMSE) (Eq. 9), and mean absolute percentage error (MAPE) (Eq. 10).

\[ R = \frac{\sum_{i=1}^{N}(x_{i}-\bar{x})(y_{i}-\bar{y})^{2}}{\sqrt{\sum_{i=1}^{N}(x_{i}-\bar{x})^{2}\sum_{i=1}^{N}(y_{i}-\bar{y})^{2}}} \]  (8)

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N}(y_{i}-x_{i})^{2}}{N}} \]  (9)

\[ \text{MAPE} = \frac{100}{N} \times \sum_{i=1}^{N} \left| \frac{x_{i}-\bar{y}_{i}}{x_{i}} \right| \]  (10)

Where:

- \( x_{i} \): The observed values at the \( i \)th time step.
- \( y_{i} \): The predicted values at the \( i \)th time step.
- \( N \): The number of observations.
- \( \bar{x} \) and \( \bar{y} \): The mean value of the observations and predictions, respectively.

Various combinations of river stage \( S \) with specified lag times \( (S_{i}, Q_{i}) \) for antecedent stage for one day and the antecedent discharge for one day \( (Q_{i}) \) are examined as inputs to the data mining models to determine the evaluation of the effect of each input variables on target variable \( Q \) (\( t \) is current time). Three models for each data mining model with different inputs combination are employed. The information and input variables for these models are shown in Table 2.

**Table 2: Different Inputs Combination of Models with Their Data mining Techniques.**

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Input variables</th>
<th>Target variable</th>
<th>Data mining technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( S_{i} )</td>
<td>( Q_{i} )</td>
<td>SVM</td>
</tr>
<tr>
<td>2</td>
<td>( S_{i}, S_{i-1} )</td>
<td>( Q_{i} )</td>
<td>RBF</td>
</tr>
<tr>
<td>3</td>
<td>( S_{i}, Q_{i-1} )</td>
<td>( Q_{i} )</td>
<td>DTF</td>
</tr>
<tr>
<td>4</td>
<td>( S_{i} )</td>
<td>( Q_{i} )</td>
<td>SVM</td>
</tr>
<tr>
<td>5</td>
<td>( S_{i}, S_{i-1} )</td>
<td>( Q_{i} )</td>
<td>RBF</td>
</tr>
<tr>
<td>6</td>
<td>( S_{i}, Q_{i-1} )</td>
<td>( Q_{i} )</td>
<td>DTF</td>
</tr>
<tr>
<td>7</td>
<td>( S_{i} )</td>
<td>( Q_{i} )</td>
<td>SVM</td>
</tr>
<tr>
<td>8</td>
<td>( S_{i}, S_{i-1} )</td>
<td>( Q_{i} )</td>
<td>RBF</td>
</tr>
<tr>
<td>9</td>
<td>( S_{i}, Q_{i-1} )</td>
<td>( Q_{i} )</td>
<td>DTF</td>
</tr>
</tbody>
</table>

The observed data are usually subdivided into two parts: training and testing. Training data are used to determine the architectures of data mining models. The performance of the trained data mining models is then tested by the remaining data (i.e., testing data) that are not used in the training step. However, different selections of training and testing events may yield different results and sometimes lead to different conclusions. To overcome this problem and to reach the same conclusions, cross validations are conducted in this research [27]. When cross validation is used to evaluate the performance of a data mining model, a random set of rows is selected to each validation fold after stratifying on the target variable. When observations that are clustered in a small number of groups, in this situation a cross validation control variable is useful here.

SVM is used for modeling stage-discharge in the study area. By using a kernel function, SVM model transforms the input data into an n-dimensional space where a hyper plane can be constructed to partition the data. Radial Basis Function (RBF) is used in this research. There is no way in advance to find which kernel function would be better to apply, but the RBF function has been found to achieve the best job in most cases [15]. The RBF kernel non-linearly maps samples into a higher dimensional space, so that non-linear relationships between target groups and prediction features can be addressed. By applying SVM, stopping criteria (Epsilon) must be specified; this parameter is equal to (0.001), it is a tolerance factor that controls the iterative optimization process. The accuracy of an SVM model is depend on the choice of the model parameters such as C, \( \gamma \), P, etc. For large values of C, the optimization will select a smaller-margin hyperplane if that hyperplane does a better job of getting all the training points classified correctly. There are two methods for finding optimal parameter values, a grid search and a pattern search. Grid and pattern search are
used here to obtain the optimal parameter values, once the grid search finishes, a pattern search is carried out over a narrow search region surrounding the best point that obtained by the grid search.

RBF neural network models by fitting Gaussian functions to the training data are applied for modeling stage-discharge. There are several parameters such as (maximum neurons, absolute tolerance, minimum radius, maximum radius, minimum lambda, maximum lambda, population size, max. generations, max. gen. flat, and boosting tolerance) must be specified for applying this model. The input values for these parameters are shown in Table 3. Extra neuron is not expiring when computing weights that added to the network. During the training algorithm, a population size of candidate neurons is created with random centers and spreads (minimum and maximum radius). The population size parameter controls how many candidate neurons are created. It is suitable to increase the population size of candidate neurons if there are many predictor variables. DTREG used for constructing RBF neural networks an evolutionary method named Repeating Weighted Boosting Search (RWBS). Maximum generations controls the number of generations of candidate neurons to be created by the RWBS evolutionary algorithm. Maximum generations flat controls the successive generations of RWBS. Candidate neurons are “mated” through each RWBS generation, and the refinement in estimated leave-one-out error is calculated. If the estimated error is smaller than the boosting tolerance value, the boosting operation stops and the next generation start.

There are three important parameters for constructing decision tree forest model (number of trees in forest, minimum size node to split, and maximum tree levels). The default values for these parameters are shown in Table 4. Number of trees in forest controls the number of constructed trees in the decision tree forest. In general, the more trees that be used for constructing (DTF) model lead to get better results, in contrast; the refinement in the results decreases with the increase in the number of trees after a specific number of tree. At a certain point the interest in regression performance from learning extra constructed trees will be lower than the cost of calculation time for learning theses additional trees. A node in a tree will not be split if it has value less the value of minimum size node to split. This is a suitable process to limit the growing of the tree. When a leaf contains too little predictors, further splitting will result in overfitting. Maximum tree levels control the maximum limits (depth) in which each tree can be planted in the forest.

### RESULTS AND DISCUSSION

Three data mining techniques (SVM, RBF neural network, and DTF) are used for stage-discharge modeling of Gharraf River, southern Iraq. SVM grid and pattern searches found optimal values for parameters as shown in Table 5. RBF neural network has an input layer, a hidden layer and an output layer. The node in the hidden layer is a p-multivariate Gaussian function whose outputs are inversely proportional to the distance from the center of the neuron. The optimum parameter values of RBF neural network models are presented in Table 6. Table 7 show the model size summary of DTF models.

---

**Table 3: RBF Neural Network Parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Neurons</td>
<td>100</td>
<td>Maximum Lambda</td>
<td>10</td>
</tr>
<tr>
<td>Absolute Tolerance</td>
<td>$1 \times 10^{-6}$</td>
<td>Population Size</td>
<td>200</td>
</tr>
<tr>
<td>Minimum Radius</td>
<td>0.01</td>
<td>Maximum Generations</td>
<td>20</td>
</tr>
<tr>
<td>Maximum Radius</td>
<td>400</td>
<td>Maximum Generations Flat</td>
<td>5</td>
</tr>
<tr>
<td>Minimum Lambda</td>
<td>0.001</td>
<td>Boosting Tolerance</td>
<td>$1 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

**Table 4: The Default Values of DTF Parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Trees in Forest</td>
<td>200</td>
</tr>
<tr>
<td>Minimum Size Node to Split</td>
<td>2</td>
</tr>
<tr>
<td>Maximum Tree Levels</td>
<td>50</td>
</tr>
</tbody>
</table>

**Table 5: Optimum Value of SVM Parameters.**

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Epsilon</th>
<th>C</th>
<th>Gamma</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.001</td>
<td>98.831</td>
<td>3.283</td>
<td>4.626</td>
</tr>
<tr>
<td>2</td>
<td>0.001</td>
<td>34.770</td>
<td>3.570</td>
<td>5.079</td>
</tr>
<tr>
<td>3</td>
<td>0.001</td>
<td>2111.455</td>
<td>3.233</td>
<td>0.220</td>
</tr>
</tbody>
</table>

**Table 6: Optimum value of RBF Neural Network Parameters.**

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Number of Neurons</th>
<th>Minimum Radius</th>
<th>Maximum Radius</th>
<th>Minimum Lambda</th>
<th>Maximum Lambda</th>
<th>Regularization Lambda for Final Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>3</td>
<td>1.057</td>
<td>5.881</td>
<td>1.617</td>
<td>5.159</td>
<td>$1.7204 \times 10^{-4}$ after 5 iterations</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>1.057</td>
<td>373.853</td>
<td>0.412</td>
<td>5.159</td>
<td>$8.2637 \times 10^{-4}$ after 4 iterations</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>0.784</td>
<td>373.853</td>
<td>0.083</td>
<td>2.247</td>
<td>$2.9889 \times 10^{-4}$ after 4 iterations</td>
</tr>
</tbody>
</table>
Table 7: The Model Size Summary of DTF Models.

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Number of Trees in Forest</th>
<th>Maximum Depth of Any Tree in the Forest</th>
<th>Average Number of Group Splits in Each Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>200</td>
<td>9</td>
<td>21.1</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>14</td>
<td>45.1</td>
</tr>
<tr>
<td>9</td>
<td>200</td>
<td>17</td>
<td>84.6</td>
</tr>
</tbody>
</table>

Table 6 shows that the optimum number of neuron in model (3) is higher than other models (1 & 2), the number of neurons increased by increasing the number of input variables, also; the diversity of input variables \((S_t, Q_{t-1})\) is led to increase the number of neurons from 3 to 8. The maximum radius increased dramatically when using another input variables. From summary results of Table 7, the maximum depth of any tree in the forest and average number of group splits in each tree are increased when using two input variables, also; the diversity of input variables is affected clearly on these parameters.

Table 8 shows the results of applying three data mining techniques with regression accuracy results in validation stage. There is no significant improvement in the results of all models when adding the variable \((S_{t-1})\) to the input variable \((S_t)\) as can be seen from the statistical results of models (2, 5, and 8). The lack for the improvement of results due to that the observations specially (stage variable) that are clustered in a small number of groups, in other words, the range of this data is very little, so that the difference between maximum value and minimum value is equal to 0.95. The best improvement occurred in the DTF models, increasing the model's performances by reducing RMSE 3.47% and increasing \(R^2\) by 1.73% for models No. (8). Compared with model No. (7), DTF have two stochastic (randomizing) elements, the selection of the data type used as input for each tree, and a set of predictive variables that are considered a candidate for each node division. This randomization combined with the combination of predictions of trees greatly improves overall predictive accuracy. The input combination variables \((S_t, Q_{t-1})\) increased the model's performance by reducing RMSE \((41.68\%, 35.54\%\) and \(37.31\%)\) and increasing \(R^2\) \((14.27\%, 12.83\%\) and \(14.67\%)\) for models No. (3, 6 and 9) respectively compared with the models (1, 2, 3) have one input variable \((S_t)\). It is clear that the \(Q_t\) is mostly depended on the antecedent discharge values. Results illustrated that the SVM models are slightly better than RBF and DTF models. Figures (6 to 14) present the details of the predicted and actual target value of average daily stream flow for the developed models. A summary for all predicted results of developed models, data mining models could be used by the Iraqi Ministry of Water Resources to obtain results close to reality and to give an approximation of expected flow values of Gharraf River, southern Iraq, better than other high-cost models such as conceptual models.

Table 8: R, RMSE, and MAPE of Data Mining Techniques in Validation Stage.

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Technique</th>
<th>(R)</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SVM</td>
<td>0.827</td>
<td>6.348</td>
<td>7.260</td>
</tr>
<tr>
<td>2</td>
<td>SVM</td>
<td>0.829</td>
<td>6.318</td>
<td>7.196</td>
</tr>
<tr>
<td>3</td>
<td>SVM</td>
<td>0.945</td>
<td>3.702</td>
<td>3.463</td>
</tr>
<tr>
<td>4</td>
<td>RBF</td>
<td>0.826</td>
<td>6.365</td>
<td>7.295</td>
</tr>
<tr>
<td>5</td>
<td>RBF</td>
<td>0.828</td>
<td>6.337</td>
<td>7.283</td>
</tr>
<tr>
<td>6</td>
<td>RBF</td>
<td>0.932</td>
<td>4.103</td>
<td>3.870</td>
</tr>
<tr>
<td>7</td>
<td>DTF</td>
<td>0.811</td>
<td>6.606</td>
<td>7.513</td>
</tr>
<tr>
<td>8</td>
<td>DTF</td>
<td>0.825</td>
<td>6.377</td>
<td>7.279</td>
</tr>
<tr>
<td>9</td>
<td>DTF</td>
<td>0.930</td>
<td>4.141</td>
<td>4.128</td>
</tr>
</tbody>
</table>

Figure 6: Predicted and Actual River Discharge for Model No. (1).
Figure 7: Predicted and Actual River Discharge for Model No. (2).

Figure 8: Predicted and Actual River Discharge for Model No. (3).

Figure 9: Predicted and Actual River Discharge for Model No. (4).
Figure 10: Predicted and Actual River Discharge for Model No. (5).

Figure 11: Predicted and Actual River Discharge for Model No. (6).

Figure 12: Predicted and Actual River Discharge for Model No. (7).
CONCLUSIONS

Three data mining techniques (support vector machine, radial basis function neural network, and decision tree forest) are presented for modeling the relationship between stage and discharge of Gharraf River, southern Iraq. The daily averages of stage and discharge data during the period from January 2015 to December 2015 were used in this present study. The performances of each model for both training and validation data are evaluated according to coefficient of correlation, root mean squared error, and mean absolute percentage error. Different combinations of river stage $S_t$ with specified lag times ($S_{t-1}$) and the antecedent discharge ($Q_{t-1}$) are tested as inputs to the data mining models to evaluate the effect of each input variables on target variable $Q_t$. Cross validation method is used to evaluate the performance of the data mining models. It is a useful method when the data observations are clustered in a small number of groups such as stage of Gharraf River. There is no noticeable improvement in the results of all models when using the input combination variables ($S_t, S_{t-1}$) compared with the predicted results of models have only one input variable ($S_t$). Lack of improved predictability due to that the observations specially (stage variable) that are clustered in a small number of groups. The range of the observed stage river is very little compared to the observed discharge river. The input combination variables ($S_t, Q_{t-1}$) increased the model's performance by reducing RMSE (41.68%, 35.54% and 37.31%) and increasing $R^2$ (14.27%, 12.83% and 14.67%) for models No. (3, 6 and 9) respectively compared with the model's performance that have only one input variable (Model No. 1, 2, &3). It is clear that the $Q_t$ is mostly depended on the antecedent discharge values. The performance of SVM models is slightly better than RBF and DTF models. Data mining techniques (SVM, RBF, and DTF) are powerful techniques for modeling stage-discharge relationship; these techniques could be used to obtain results close to reality and to give an approximation of expected flow from antecedent stage and discharge.
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