24-Hour Prediction of Solar Irradiance for a Photovoltaic Microgrid Using Neural Networks
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Abstract

This paper presents the implementation of Neural Network Fitting (NNF) to predict the energy of Photovoltaic (PV) modules. This prediction is made to properly manage energy charging to a battery bank. The PV modules and the battery bank (storage) are part of a micro grid along with other backup power sources such as wind turbines and the Colombian electric grid, to light two tennis courts at the sports complex of the Militar Nueva Granada University, that require up to 3 kW to operate. Therefore, this paper begins with an introduction regarding the purpose of this work and the state of the art. It continues with the PV power generator modeling, which will define the amount of energy that can be supplied to the micro grid. It follows with the training phase of the NNF, it is used a three years dataset (2010-2013) measured by an in situ weather station. The collected variables are time (hour, day, and month) pressure, solar irradiance and temperature. Finally, the model is simulated step by step by MATLAB / Simulink, which let to obtain behavior graphs and thus results analysis and conclusions remarks.
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INTRODUCTION

Current methods for energy production are not sustainable due to environmental reasons and the lack of responsible use of resources. Therefore, demand for renewable energy, smart electrification and rational use of available energy are important factors that will provide answers to the global energy challenge (James et al, 2009). Industry nowadays is mainly dependent on energy generated from fossil fuels, hydroelectric processes or nuclear reactions, with centralized large-scale distribution systems where efficiency loss can be up to 69%. This engineering challenge is to be solved with non-polluting decentralized generation of renewable energy and innovating concepts such as “smart grid”. A smart grid generally refers to a group of people that use technology, control systems and remote computer automation to manage the electricity supply from the public grid, along with renewable energy sources. Implementation of this concept can be found today in systems integrating power plants, wind farms and end consumers [1] [17], providing a foundation framework for future sustainable energy systems and allowing integration of large amounts of renewable energy with improved reliability, quality and supply security. Thus, given the former advantages and breakthroughs in renewable energy generation, it is necessary to analyze how energy should be used in a DC micro grid that integrates renewable energy sources, where power generation is used to supply user needs without requiring transformation from direct current (DC) to alternating current (AC) and vice versa [4], [14].

Nevertheless, 66% of Colombian territory is not connected to the National Grid. These regions are called Non-Interconnected Zones (NIZ) and their energy requirements are covered using traditional fuels (such as small hydroelectric projects, diesel or biomass) or from a few Renewable Energy Sources (RES) projects, but the lack of available energy or low quality of supply service in these regions are still caused by social and economic constraints. On the other hand, the energy generation industry has been based on free market policies since 1994, which have caused several RES projects being discarded due to a lack of economic incentives. Despite the aforementioned limitations, the Institute for the Promotion of Energy Services (IPSE, by the acronym in Spanish) is in charge of creating RES projects in Non-Interconnected Zones; its Financial Office (Financial Support Fund for the Electrification of NIZ, FANZI,
by the acronym in Spanish) has allocated more than US$85 million to this kind of projects since 2003 [21].

In this context, it is vital to perform Innovation and Technological Development projects related with emerging technologies in such a manner that they achieve greater electrical energy efficiency and lower (or lack of) polluting emissions. Therefore, the work presented in this paper is part of a larger research project focused on managing energy generated by different devices, such as photovoltaic cells and wind turbines. Said management is crucial towards generating cost savings due to lesser dependency on the public energy grid and higher use of available renewable energy. In engineering terms this management will be performed by a Model Predictive Controller (MPC) (to be implemented in future works) [25], [9], [5], [18], [16], [15], [13], where predicting the state of available resources is required as a design parameter. Prediction theory associated to this type of controllers highlights that, though available algorithms are imperfect, they are applied with acceptable levels of uncertainty. One of the most largely used methods for forecast of meteorological data is the NNF Curve [2], [8], [19], [3]. A thorough revision of previous work evidences greater performance obtained using a NNF curve when compared to other prediction methods such as NARX, NAR and ARMAX [6].

The implemented micro-grid has two different types of power generators and one energy storage device, the proposed prototype is shown in Figure 1.

The system has a set of twelve 300 W PV modules (Bosh c-Si-M60 : M260), a generic low-speed wind turbine, a battery bank and the corresponding converters. The micro grid is used to light two tennis courts at the university sports complex located in Cajicá's Campus; its characteristic weather is mild and warm, with regular raining even during the driest month of the year. The climate classification according to Köppen-Geiger is Subtropical with Oceanic Station, Cfb and the average annual temperature is 14.0 °C with 830 mm rainfall [17].

**PHOTOVOLTAIC MODEL**

Considering the micro-grid structure given in Figure 1, we establish the PV model to know the energy produced by PV and the battery load.

The PV is represented as an electrical circuit that provides current $I_{ph}$ from sunlight (photocurrent), this current source is connected to a diode and a resistor $R_p$ in parallel and both interconnected in series to a resistor $R_s$ which finally generates the difference potential $V$, as shown in Figure 2. [7], [10].

![Figure 2. PV simplified Model.](image)

This is a nonlinear model that involves several parameters classified in three groups: those provided by the manufacturer, the electrochemical constants that can be assumed according to electromechanical and weather conditions, and the ones that can be calculated.

The idea of this work is to obtain a model that can be as precise as the experimental measurements, but still maintaining its ease in terms of required computations. Thus, one of the developed model’s advantages is its ability to operate with few parameters in the same way as a real system. This feature makes it ideal for use within an integrated energy system, even though it does not take power losses into account.

According to the simplified model panel shown in Figure 2, the equation that defines the PV model dynamics in terms of an output current can obtained via Kirchhoff’s current law, as shown in Eq. (1):

$$I = I_{ph} - I_d - I_p$$

The current through the parallel resistor can be defined by Ohm’ law Eq (2) and the photocurrent as a relative value of the reference and the variation produced by the cells’ temperature, amplified by the irradiance, Eq. (3):

$$I_p = \frac{V + R_s \cdot I}{R_p}$$

$$I_{ph} = \frac{G}{G_{ref}} (I_{ph,ref} + \mu_{sc} \cdot \Delta T)$$

Where $V$ is the voltage imposed on the diode, $G$ is the irradiance, $G_{ref}$ is the solar irradiance in Standard Test Conditions (STC), $T_c$ is the cells’ temperature, thus $\Delta T = T_c -$
Several values of $R_s$ were proposed to obtain the most appropriate values of $R_p$ and reach the maximum power established by the manufacturer. Figure 3 shows the $I-V$ model behavior, presenting different values of $R_s$.

This graphic allows selection of $R_s = 0.25\Omega$, thus obtaining the current and voltage lines (broken line with maximum values of $V_{mp}$ and $I_{mp}$, as is shown in

The block diagram shown in Figure 4 was implemented in MATLAB-Simulink and represented in the equations of this section.

Once the best values of $R_p$ and $R_s$ were chosen, the simulation was compared with the defined values of $P_{mp}$, $V_{mp}$ and $I_{mp}$ given by the manufacturer. The results were validated and are shown in the Figure 5.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Photovoltaic parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEVICE PARAMETERS</strong></td>
<td><strong>STC CONSTANTS</strong></td>
</tr>
<tr>
<td>PARAMETER</td>
<td>VALUE</td>
</tr>
<tr>
<td>$N_s$</td>
<td>60</td>
</tr>
<tr>
<td>$P_{mp}$</td>
<td>260</td>
</tr>
<tr>
<td>$V_{mp}$</td>
<td>30.71</td>
</tr>
</tbody>
</table>
### NNF MODEL

This section shows the implementation of a neural network that allows prediction of the energy supplied by the PV from meteorological data. Data inputs for the neural network include day (D), month (M), hour (H), atmosphere pressure (AP), solar irradiance (SR) and environmental temperature (ET), taken from the CAR database from 2010 to 2013. The purpose of this implementation is to estimate the amount of solar irradiance and the energy that can be provided to the batteries one hour beforehand. The implemented model is based on a Neural Network/Curve Fitting estimation, a special set of algorithms for function monitoring and/or adjustment; this becomes an advantage given its ease of adaptation to any practical function.

The Eq. (9) describes the mathematical model used in the NNF.

\[ y(t) = f(w_1 x(t-1) + b_1 \ldots w_n x(t-n) + b_n) \quad (9) \]

Where \( x(t) \) and \( y(t) \) are the inputs and outputs respectively, \( f \) is a nonlinear function, \( w_n \) is the polynomial's weight coefficient and \( b_n \) is the neural network's activation bias. The neural network's structure is as follows: a hidden layer with 10 neurons using a sigmoid activation function and a single-neuron output layer using an identity activation function, as is shown in Figure 6.

The function's approximation is the setting that is made in a Neural Network in order to deduce the relationship between the input and output (through supervised learning), using a set of input-output data. Once a relationship between the input and output has been modeled with the necessary precision, it can be used for several tasks, such as function prediction, approximation, and optimization [20].
RESULTS

The following section shows implementation results for the predictive model, as well as how it can be used to estimate irradiance values after its training. Figure 8 shows how the neural network achieves the predicted solar irradiance measurement in a sunny day with clouds in the midday.

\[
R = \sqrt{1 - \frac{\sum [y_{pt} - y_t]^2}{\sum [y_t - \bar{y}_{tr}]^2}} \tag{10}
\]

In Figure 7, values of $R$ from the regression made by the Neural Network are shown. In general, this graphic allows validation of neural efficiency and finding a relationship between the Neural Network output and the training targets.

The perfect data adjustment should be a 45 degrees line (one-to-one correlation), where the number of network outputs is equal to the number of targets. In this issue, the adjustment is reasonably good for all data sets, with $R$ values of 0.92 or higher. The $R$ is determined through Eq. (10), where $y_{pt}$ and $y_t$ represent the prediction and measurement test values, respectively. $y_{tr}$ is the training value average [23].

\[
g = \frac{(1/n) \cdot \sum (x_i - x_m)^2 \cdot n_i}{((1/n) \cdot \sum (x_i - x_m)^2 \cdot n_i)^{3/2}} \tag{11}
\]

Its results can be analyzed as follows:

- $g_1 = 0$ (symmetrical distribution; same value concentration on both sides of the mean value)
- $g_1 > 0$ (asymmetrical positive distribution; higher value concentration to the right of the mean value)
- $g_1 < 0$ (asymmetrical negative distribution; higher value concentration to the left of the mean value)

Other methods used to validate the measured model's precision are the Mean Squared Error (MSE), Mean Absolute Error (MAE), Sum of Squared Error (MSE) and Sum of Absolute Error (MAE), which measure the average of the square or the absolute value of the errors (subtractions) [12], according to Eqs. (12), (13), (14) and (15).

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} [y_i - \hat{y}_i]^2 \tag{12}
\]

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \tag{13}
\]
\[ \text{SSE} = \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \]  \hspace{1cm} (14)

\[ \text{SAE} = \sum_{i=1}^{N} (y_i - \hat{y}_i) \]  \hspace{1cm} (15)

Where \( N \) is the total number of data, \( y_i \) is an array of target values and \( \hat{y}_i \) is the corresponding estimated values \[22\]. Most rules define the precision of the estimation as a difference between real and estimated values. These Values are shown in Table 2.

Table 2: Prediction Data.

<table>
<thead>
<tr>
<th>MEASUREMENT</th>
<th>NNF PREDICTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARAMETER VALUE</td>
<td>PARAMETER VALUE</td>
</tr>
<tr>
<td>Average</td>
<td>2.32</td>
</tr>
<tr>
<td>Error</td>
<td>260</td>
</tr>
<tr>
<td></td>
<td>30.71</td>
</tr>
<tr>
<td></td>
<td>8.47</td>
</tr>
<tr>
<td></td>
<td>9.02</td>
</tr>
</tbody>
</table>

| Fisher Coefficient | 0.15 |

The Fisher coefficient is 0.15, showing that the sample has an asymmetrical positive distribution. Both predicted and measured solar irradiance data are inputs for the mathematical PV model to know the amount of power which would be available to charge the batteries.

Solar prediction irradiance data is entered into the system (solar panel and battery) as shown in Figure 10 to determine if the system can withstand a 20A load and in turn charge a bank of twenty-four 2V-1000A batteries.

CONCLUSIONS

The obtained PV model presents a nonlinear current equation in terms of the desired output voltage and two meteorological variables, irradiance and temperature. The diode’s exponential dynamics introduce this nonlinearity. Therefore, the \( I - V \) table shows a decreasing curve that begins when the PV is short-circuited \((V = 0, I = I_{sc})\) and finishes when the PV is open circuit \((I = 0, V = V_{oc})\). Besides, the PV works with a nominal voltage of \( V = 24V \) with a maximum power point when \( V_{mp} = 30.71V \); this translates to a current of \( I_{mp} = 9.024 \) and therefore a power of \( P = P_{mp} = 260W \) in accordance with the parameters given by the manufacturer.

Adjustment of data generated by the grid has a high degree of correspondence between the target data and the output (for all data sets), with a \( R \) value equal to 0.92. This indicates that the prediction will follow the real signal maintaining a low prediction error.
Solar irradiance prediction results cannot fully follow the measurement signal due to configuration limitations in the MATLAB toolbox. One possibility for improvement is increasing the number of hidden layers within the neural network.

System simulation tests were performed assuming an initial charge state of 60% in the batteries and current values defined by the prediction of solar irradiance in an average day, with results indicating that the system can fully charge the batteries and withstand the established load.

As future work, a controller based on predicted data will be developed and implemented, which will be in charge of managing the micro-grid's energy supply. Said management will depend on rough estimation: calculating which energy supply generates the highest amount of charge to the batteries in each time space and avoiding use of the local power supply whenever possible.
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