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Abstract

This paper presents the development of a system of recognition of scratches in cars, implemented through convolutional neural networks (CNN). For this case the AlexNet architecture is employed making use of the transfer learning technique. As input images, sections of the vehicles are entered for training and, as an exit from CNN, the last Fully-Connected is altered so that it only has two exit categories (sections with scratches and without scratches). After the training, a validation accuracy of 88.29% is obtained with the test images among the categories of 86.99% is reached, presenting disadvantages in the classification because of the analysis of areas that did not correspond to the cars or even dirt in parts of the car that can be confused with scratches.
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INTRODUCTION

The development of artificial intelligence techniques for the classification and recognition of patterns has come to address broad fields of application as they improve the results obtained with these methods, allowing the development of applications such as the recognition of faces for access systems, as the one presented in [1]. Other fields of application range from complex food systems, where these techniques are used to analyze foods and ensure their quality [2], to leak detection in aseptic package seams, using image processing and classification techniques, from images collected experimentally, obtaining results between 96.92 - 98.46% accuracy in the classification, as presented in [3].

Some of the techniques of artificial intelligence that allow the recognition of patterns and classification of images are the Convolutional Neural Networks (CNN). These have been designed to classify a large number of categories, using filter pack-ages whose parameters are trained from large databases of thousands of images for each category such as Alexnet [4]. However, depending on the categories to be trained and their similarity, CNN may present problems for classifying them, as in the case of medical images, given that having databases with a large number of images of this type in some cases is not possible. For this reason, there are alternative methods of training such as training a CNN from another already trained with a different database, as mentioned in [5], a process known as transfer learning.

A clear example of transfer learning is the use of CNN developed by [6], whose small filters and large number of convolution layers have allowed the recognition of a large number of categories that can be generalized to different data sets with cutting-edge results. On the other hand, the use of the transfer learning technique for the development of multitasking applications has been exploited, in such a way that they allow an autonomous agent to learn to behave in a certain way in front of a group of tasks and to have the ability to generalize what it has learned for different spaces or work situations, testing the methods proposed in different Atari games [7].

CNNs have been worked on in different fields of application, there are even studies focused on explaining their operation applying deconvolution techniques as mentioned in [8]. In [9], an application of transfer learning is presented focused on the detection of pedestrians in the street and in [10], deep CNNs are used for the recognition of faces from multiple views. Additionally, works focused on the classification of vehicles has been developed, such as the one proposed by [11], where images of the front of the mobile agent are captured and a semi-supervised CNN is used, trained with few labels and Laplacian filters to set the kernel of the network, in order to obtain the probability of what type of vehicle belongs to in the image entered. In [12], vehicles that have been captured by low resolution traffic cameras are detected and classified, reaching an accuracy of 94.7%.

In the present work, the development of a system of detection of scratches in vehicles is exposed, where transfer learning was used for the training of the CNN employed, and divisions of the global image for exhaustive searches of the scratch. It started with the AlexNet network architecture for the training of a new CNN focused on the recognition of scratches, where a global image of a vehicle is captured and divided into sections to search in each one the existence of some type of scratch, and once they are identified, the sections of the vehicle where they are located are high-lighted.
The paper is divided into three sections: The first one corresponds to the materials and methods used, where the architecture implemented by transfer learning, the database used, and the set training parameters are described. The second section focuses on the results and discussions of network training, the generated confusion matrix, cases in which a correct and incorrect prediction is presented, and processing times. The last section is focused on exposing the conclusions derived from the work.

**MATERIALS AND METHODS**

When designing systems based on convolutional neural networks, three things are necessary: network architecture, database, and training parameters. Next, each of these parts is described.

**Architecture by transfer learning**

The AlexNet architecture is implemented, which consists of 5 layers convolutions, 3 of MaxPooling and 3 of Fully-Connected. It should be noted that for the normalization of the output data of the network, this CNN implements a Softmax type function (see Figure 1).

AlexNet architecture receives as input parameters images of 227x227 pixels of 3 channels (RGB), these images go through each of the layers to finally be classified in one of the 1000 categories for which the network was trained. In the case of this work, there are only 2 categories, sections with scratches and sections without scratches, for this reason, it is necessary to change the number of classes in the fully-connected output to 2 and retrain the network. In Figure 2 the modified section of the AlexNet architecture is shown.

**Data Base**

Taking into account the architecture of AlexNet, one of the initial problems that arise when generating a database of scratches in vehicles is to define the resolution with which the captures of the cars must be taken, since when resizing the image to the input size of 227x227 pixels, the details of the scratches disappear (see Figure 3).
Based on the above, if CNN is trained with a database of this type, it is not possible for the network to learn the characteristics of the scratch and perform a correct classification between cars that have scratches or not, as evidenced in Figure 4, where the graph of network training is observed. In the X axis are the training epochs and iterations, and in Y axis, the accuracy of the network when classifying each car in the correct category.

The previous tests were performed with databases at different resolutions, but the results were similar, concluding that taking the entire vehicle regardless of the resolution of the same, resizing it will lose the details of the scratch. Therefore, the strategy of dividing the images of the database into multiple sections and generating a data-base with sections with and without scratches is proposed (see Figure 5).
With the sections of the vehicle images, a database of 862 sections without scratches and 424 with scratches is generated. In order to generalize the network, an augmentation in the database is performed by making changes in the lighting, by means of the tool developed in [13], obtaining in this way a total of 2736 sections without scratches and 1272 with scratches. Of each category of the final database, 80% of the images are for training, 10% for tests and 10% for validations during training, the latter being necessary to show that the network is not in overfitting.

Training parameters

To retrain the AlexNet network and adapt it to the current problem, it is necessary to establish learning parameters of the network. The batch size is set to 40, in this way, from the total of the training dataset, random packets of 40 images are made to update the weights of the network, having a total of 80 packages per epoch, thus avoiding overloading the GPU. 200 training epochs are set, this value is selected based on iterative tests, being sufficient in order to avoid overfitting of the network (see Table 1).

| Table 1. Training parameters. |
|-----------------------------|-----------------------------|
| Batch size                  | 40                          |
| Training Epochs             | 200                         |
| Learning Rate               | 0.00001                     |

RESULTS AND DISCUSSION

Training results

Once the database, the CNN network and the training parameters are set, it can be proceed to train the network, showing the behavior presented in Figure 6. In the upper graph the accuracy is presented in the Y axis and in the X each of the iterations, the blue lines represent the accuracy that each batch had in the training in each iteration and the black dots, the accuracy of the validation images. It is evident that the training images tend to have values of precision in their classification higher than 90%, while the images of validation in the last epoch reached an accuracy of 88.28%. The lower graph shows the losses in each training set and in the X axis each of the iterations; the orange lines represent the losses in each iteration of the training images and the black points correspond to the losses of the validation images, being 0.2233 in their last check.

Based on the foregoing, it can be shown that the behavior of the validation images tends to move away from the checks of the training images. This can be caused by the fact that, between more training epochs, the CNN tends to memorize the images and loses the generalization of the characteristics learned from a section of a car with or without scratch.

Figure 1. Training using transfer learning.
Confusion matrix

In order to check the accuracy on the trained CNN, test images corresponding to 127 sections with scratches and 273 without them are classified. Figure 7 shows the confusion matrix, where on its diagonal are correctly classified images and outside it, the images that were confused with another category.

![Confusion Matrix](image)

*Figure 7. Confusion matrix of the test dataset, where 1 = Section with scratch and 2 = Section without scratch.*

From the confusion matrix, it can be shown that of the 127 images of sections with scratches, 20 were classified erroneously by the network obtaining an 84.25% accuracy in the classification of images with scratches. On the other hand, from 273 sections without scratches, 28 were classified in another category, obtaining 89.74% accuracy in the classification of sections without scratches. Therefore, the average accuracy of CNN with the test images is 86.99%.

Right and wrong classifications

In order to establish a point of improvement for the system in future developments, it is necessary to identify the cases in which the CNN correctly and incorrectly classifies the sections of the vehicles. In Figure 8-A, sections with scratches are observed, which for visualization reasons were marked with a red arrow, and sections without scratch-es that were classified in the correct category. In Figure 8-B, there are some cases in which the CNN classified the sections in the incorrect category, where it is identified that in the case of the sections with scratches, it is possible that these were confused with part of the car or because the lighting. In Figure 8-B, a section corresponding to the asphalt is observed, although it belongs to the category without scratches, the CNN classified it in the category with scratch, just like the blue vehicle section, which presents dirt that is mistaken for scratches.

![Correct and incorrect classifications](image)

*Figure 8. Correct and incorrect classifications, where A = correctly classified cases and B = cases with incorrect classification.*

In Error! Reference source not found.-A, one of the test vehicles is shown, in which a scratch is located (marked with the red arrow), the car is sectioned and each of these sections is evaluated by CNN, in case it detects a scratch in the final assembly, the affected section is highlighted as shown in Error! Reference source not found.-B.

![Process of identifying sections with scratches](image)

*Figure 9. Process of identifying sections with scratches.*
Processing times

In the case of implementation in an application in real time, it is important to know the average times it could take the system to analyze a vehicle to identify if it has any scratch or not. Error! Reference source not found. shows the time it takes CNN if a section without scratch, one with scratch or all the sections that make up the car are entered.

<table>
<thead>
<tr>
<th>Section without scratch</th>
<th>Section with scratch</th>
<th>25 sections of the car</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0866</td>
<td>0.0914</td>
<td>0.5706</td>
</tr>
</tbody>
</table>

CONCLUSIONS

The detection of scratches in cars tends to be a complex task if adequate strategies for analyzing vehicles are not looked for. By dividing the cars into multiple sections and training the CNN with these, it allows the network to learn the characteristics of the scratches, reaching an accuracy of up to 86.99% with the test images.

The implementation of a CNN architecture with transfer learning reduces the complexity in the development of quality systems focused on the detection of physical damage in vehicles, but AlexNet, when designed for the classification of 1000 categories, may not have the most optimal result for the detection of scratches. For example, in its first convolutional layer it has an 11x11 filter, and the scratches that occur in many of the vehicles are small. It is possible that with architectures with less complexity and variation in the size of the convolution filters, similar results can be obtained.

One of the problems that arise when analyzing the sections of the cars, are the analysis of sections that do not correspond to the vehicle, these increase the processing time and can cause erroneous classifications. A possible solution is the implementation of an R-CNN to extract from the image only the region where the car is located and later on to move on to the process of detecting scratches in the sections of the car with CNN.

Based on the processing times, it can be seen that the system has relatively small times, averaging 0.5706 seconds. In this way, it is possible to implement them in quality inspection systems in automotive paint and it can even be think of their implementation in parking lots to guarantee the integrity of the vehicles.
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