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Abstract
The term Big Data, vaguely refers to huge volumes of data generated at high velocity. Currently, many enterprises are generating Big Data, which may contain high impact knowledge. Knowledge mining of Big Data has become essential for many enterprises in order to predict the viability of future business decisions. One of the important components of knowledge mining is aggregate query. Execution of aggregate queries on Big Data can lead to explosion in response time. Hence, sampling techniques which provide approximate answers in limited time to aggregate queries are much preferred. However, implementing efficient sampling techniques is hindered due to unstructured data and lack of indexes. The existing treatment in the literature for this sampling issue in Big Data is limited, and lacks the required effectiveness. In this work, a new sampling scheme for approximate aggregate query execution on Big Data is proposed, which utilizes the Map Reduce model, and overcomes the major sampling issues associated with Big Data. Four aggregate operations--sum, average, variance and standard deviation are addressed. The query result estimators are built by using Central Limit Theorem. The empirical results exhibit appreciable accuracy of the proposed approximate query execution techniques.
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INTRODUCTION
Currently, the enterprise data is burgeoning due to data production by numerous gadgets such as--camera, mobile devices, remote sensing devices, social networking systems, wireless sensor networks etc. This gargantuan data is also produced at high velocity. This high velocity, usually unstructured and high volume data is vaguely referred as Big Data.

Many enterprises require effective prediction mechanism to execute future business decisions with minimal risk. Knowledge mining of Big Data is one of the effective prediction tools available for enterprises. The task of knowledge mining involves execution of multiple queries, and aggregate queries are one of the most important aspects of knowledge mining. However, aggregate queries consume unattractive execution latency, and execution of multiple aggregate queries can compound the unattractiveness. Hence, sampling techniques seem an attractive option to reduce the execution latency, and provide approximate answers with good accuracy.

Overview on Sampling Techniques
Let, n represent the size of a given population, θ represent a statistic which needs to be calculated by using all the objects of the population, and ̂θ indicate the estimated value of θ, which is calculated as represented in Equation 1. Here, est(()) indicates the estimator function, (o₁, o₂, ……, oₘ) indicate randomly selected objects with replacement from the population, and m < n. Each object oᵢ ∈ population being selected is equally likely as represented in Equation 2. In this work the concept of consistent estimator represented in Equation 3 will be utilized.

Motivation
It is clear from Section 1.1 that, the sampling techniques usually require random access of objects in the population, and in some cases the size of population is also required to be known. These two constraints are well satisfied in the structured data processing systems through the aid of indexes and metadata statistics. However, in the unstructured environment--usually found in Big Data--the required facilities to satisfy these two constraints are usually not present, and difficult to implement. Also, concurrent structuring of data is difficult due to high velocity of data production.

Until now, in the literature, these two constraints have not been effectively addressed. The goal of this work is to present an approximate query execution technique for aggregate queries, which utilizes sampling scheme by resolving the said sampling constraints on Big Data.
Contributions

The following contributions are made in this work:

1. Four aggregate operations—sum, average, variance and standard deviation are considered for the proposed approximate query processing technique, which is implemented inside the Map Reduce framework. A randomization scheme is presented to facilitate random access of unstructured data, and generate the required metadata statistics. The sampling formulations are designed based on Central Limit Theorem (CLT).

2. The proposed approximate query processing technique is evaluated over TPC-DS data set. Empirical results exhibit the excellent performance of the proposed technique w.r.t. accuracy and execution efficiency.

Paper Organization

This paper is organized as follows: Section 2 describes the related work. Section 3 presents the proposed approximate query processing technique for aggregate queries. Section 4 presents the empirical results and corresponding discussions. Finally, the work is concluded in Section 5.

RELATED WORK

Sampling techniques for approximate query processing in RDBMS has been extensively studied in the literature [1-19].

The adaptive sampling technique [9] utilizes a stopping condition, which does not depend upon number of samples, and depends upon the size of samples. If the sample sizes are large, then, the stopping condition can be fulfilled with very few samples. However, indexes are required for its efficient implementation.

Sequential sampling [15] utilizes block data access, and existing sampled information. This technique requires block data access for its effective implementation, and this requirement might not be realized in all the platforms.

The Guaranteed Error Estimator [11], proposes a sampling scheme, and bounded error formulation for estimating the number of distinct values present in the attribute.

It was argued in [1] that, instead of providing specific error result approximation for aggregate queries, range of approximate solutions with varying error would be much more attractive. This presented technique [1] is denoted as Online Aggregation. During the execution of an aggregate query, continuous approximate solutions with varying error are provided, and the user can stop the current query execution when satisﬁable approximate solution is discovered.

The random sampling over joins [17] technique optimizes the execution efficiency of collecting random samples for a join query by pushing the sampling operator below the join node in the query plan tree.

Multiple contributions [20-29] have been made to extend the Map Reduce framework to include sampling techniques. For example, Oracle RAC, Teradata and Netezza provide facility to execute queries on sample data. However, these platforms provide no error guaranteed solution.

It was observed in [20] that, production of random samples in Map Reduce framework can lead to poor efficiency. Hence, a new framework to address this problem was proposed, which divides the input split into numerous sub-splits. Each sub-split is randomly chosen to produce random samples. However, this work did not address the persistent problems as mentioned before.

It is clear from the described related work that, the existing efforts have concentrated on extending the Map Reduce framework for sampling schemes. However, the problems addressed in this work have not been effectively resolved.

APPROXIMATION TECHNIQUE FOR AGGREGATE QUERIES

Problem Statement

The proposed technique requires block level access of data, which can be efficiently achieved by using existing features of Map Reduce framework. Let, \( m( m > 0) \) blocks of qualifying tuples for \( Q \) exist in a particular relation on which, the aggregate query \( Q \) is executed, wherein, \( m \) is very large. The data is assumed to be unstructured, and the potential to be structured exists. Let, \( A \) be the specific attribute on which \( Q \) is executed. The number of tuples \( \in block \ B_i (1 \leq i \leq m) \) is indicated by \( n_i \). Also, \( Q \) represents a single aggregate operation query which can contain any of the four aggregate operations namely—sum, variance, average and standard deviation.

Let, \( R(Q) \) indicate the result of \( Q \). The goal is to design an estimator for \( R(Q) \), which satisfies the condition represented in Equation 4. Here, \( p, est(Q) \) and \( \varepsilon \) indicate the estimator confidence, the estimator for \( R(Q) \) and estimation error respectively.

\[ P\left(| R(Q) - est(Q)| \leq \varepsilon \right) = p \]  (4)

Randomization Scheme

The randomization scheme is built over the Map Reduce framework. Block level access of tuples is performed to calculate \( est(Q) \). Each block is assigned to a Map task. In order to obtain a single random sample/tuple, one of the available blocks will be randomly selected, wherein, each block is equally likely to be selected, and the corresponding Map task performs structuring of block tuples. From the selected block, one of the tuple inside the block is randomly selected, wherein, each tuple is equally likely to be selected.

The proposed randomization scheme, clearly, overcomes the tuple dependency issue for the block tuples. Since, each block
contains very few qualifying tuples, the randomization scheme is also not resource intensive.

**Sampling Scheme**

The number of tuples which satisfy $Q$ is indicated by $N$, which is assumed very large, and it is calculated as represented in Equation 5. In order to calculate $N$, all the $m$ blocks have to be selected, so, $N$ will be estimated, and the corresponding details will be subsequently outlined.

$$N = \sum_{i=1}^{m} n_i$$

Let, the values of random samples corresponding to $A$ be indicated as $[v_1, v_2, ..., v_n]$, and since, these values are independently and equally likely produced, they can be considered as IID observations.

The CLT is represented in Equation 6. Here, $SN$ indicates the standard normal distribution, $\mu$ indicates the mean of the random samples, since, the sample mean represented in Equation 7 is a consistent estimator as represented in Equation 8, the sample mean indicated by $\bar{v}_n$ can be used as an estimator for $\mu$, $\sigma^2$ indicates the variance of random samples, and since the sample variance represented in Equation 9 is a consistent estimator as represented in Equation 10, the sample variance indicated by $S_n$ can be used as an estimator for $\sigma^2$.

$$P(|\bar{v}_n - \mu| \leq \epsilon) \approx 2SN\left(\frac{\epsilon\sqrt{n}}{\sigma}\right) - 1$$

$$\bar{v}_n = \frac{\sum_{i=1}^{n} v_i}{n}$$

$$\lim_{n \to N} \bar{v}_n \to \mu$$

$$S_n = \frac{1}{n-1} \sum_{i=1}^{n} (v_i - \bar{v}_n)^2$$

$$\lim_{n \to N} S_n \to \sigma^2$$

**Average Operation**

The estimator for the result of average operation by using $n$ random samples indicated by $est_n(Q)$ is represented in Equation 11.

$$est_n(Q) = \bar{v}_n$$

**Theorem 3.1**

$$est_N(Q) \approx R(Q)$$

The Theorem 3.1 states the effectiveness of $est_n(Q)$ in providing estimates which are closer to $R(Q)$, when the number of samples $= N$. The proof of all the theorems is outlined in Appendix.

**Theorem 3.2**

The estimator represented in Equation 11 uses $n = \frac{z_p^2 S_n}{\epsilon^2}$, where $z_p$ indicates $\frac{p+1}{2}$ quantile of the standard normal distribution, then, the sampling condition represented in Equation 4 can be satisfied.

The Theorem 3.2 gives information about the number of random samples, which need to be extracted to satisfy the estimated quality condition represented in Equation 4.

**3.5 Sum Operation**

The random samples are transformed through the transformation function represented in Equation 12, which produces another IID observations indicated by $(y_1, y_2, ...., y_n)$.

$$y_i = Nv_i \text{ for } 1 \leq i \leq n$$

The estimator for the result of sum operation is represented in Equation 13.

$$est_n(Q) = \frac{\sum_{i=1}^{n} y_i}{n}$$

**Theorem 3.3**

$$est_N(Q) \approx R(Q)$$

**Theorem 3.4**

The estimator represented in Equation 13 uses $n = \frac{z_p^2 S_n}{\epsilon^2}$, then, the sampling condition represented in Equation 4 can be satisfied. Here $S_n$ refers to sample variance of $(y_1, y_2, ...., y_n)$.

**Variance Operation**

The random samples are transformed through the transformation function represented in Equation 14.

$$y_i = (v_i - \bar{v}_n)^2 \text{ for } 1 \leq i \leq n$$
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The estimator for the result of variance operation is represented in Equation 15.

\[ \text{est}_n(Q) = \frac{\sum y_i}{n} \]  
(15)

**Theorem 3.5**

\[ \text{est}_n(Q) \approx R(Q) \]

**Theorem 3.6**

The estimator represented in Equation 15 uses \( n = \frac{z^2 S_n}{\varepsilon^2} \), then, the sampling condition represented in Equation 4 can be satisfied. Here, \( S_n \) refers to sample variance of \((y_1, y_2, \ldots, y_n)\).

**Standard Deviation Operation**

The random samples are transformed through the transformation function represented in Equation 16.

\[ y_i = \sqrt{n}(v_i - \bar{v}_n) \text{ for } 1 \leq i \leq n \]  
(16)

The estimator for the result of Standard Deviation operation is represented in Equation 17.

\[ \text{est}_n(Q) = \frac{\sum y_i}{n} \]  
(17)

**Theorem 3.7**

\[ \text{est}_n(Q) \approx R(Q) \]

**Theorem 3.8**

The estimator represented in Equation 16 uses \( n = \frac{z^2 S_n}{\varepsilon^2} \), then, the sampling condition represented in Equation 4 can be satisfied. Here, \( S_n \) refers to sample variance of \((y_1, y_2, \ldots, y_n)\).

**Estimation of the Population Size**

Let, \([u_1, u_2, u_3, \ldots, u_n]\) represent the number of tuples inside the blocks selected for the corresponding random samples \([v_1, v_2, \ldots, v_m]\) respectively. The estimator for \( N \) indicated by \( \hat{N}_m \) is represented in Equation 18.

\[ \hat{N}_m = \frac{m \sum u_i}{n} \]  
(18)

**Theorem 3.9**

\( \hat{N}_m = N \)

Theorem 3.9 states that, \( \hat{N}_m \) is a consistent estimator of \( N \), and hence, \( \hat{N}_n \approx N \).

**Algorithm**

The proposed approximation technique for aggregate query is outlined in Algorithm 1. The function `user_input()` collects the user quality parameters \( p \) and \( \varepsilon \). Each block of the result set is assigned a unique index value through `create_index_block(m)`. The required number of samples for approximating \( Q \) is calculated through `sample_size()`, which utilizes the result of Theorem 3.2, 3.4, 3.6 or 3.8 depending upon the aggregate operation of \( Q \).

Each result set block is assigned to a unique Map Task. Random selection of a Map Task is performed through `random_select_map_task(m)`. The selected Map Task is executed through `Map_Task()` outlined in Algorithm 2, which performs tuple structuring in the corresponding block through `create_index_tuple()`, produces the required random sample through `random_select_tuple()`, and the corresponding block size is calculated. This random sample production continues until the required number of random samples is produced. The reduce task is invoked through `Reduce_Task()` outlined in Algorithm 3, which produces required \( \text{est}_n(Q) \) by invoking `result_estimate()`, which utilizes Equations 11, 13, 15 or 17 depending on the aggregate operation of \( Q \), and also Equation 18 is utilized if required.

**Algorithm 1: Approximation Technique for Aggregate Query**

\[ [p, \varepsilon] = \text{user_input()} \]

\[ \text{create_index_block} (m) \]

if \( Q == \text{avg} \) then

\[ n = \text{sample_size}(Q, \text{avg}) \]

end if

if \( Q == \text{sum} \) then

\[ n = \text{sample_size}(Q, \text{sum}) \]

end if

if \( Q == \text{var} \) then

\[ n = \text{sample_size}(Q, \text{var}) \]

end if

if \( Q == \text{SD} \) then

\[ n = \text{sample_size}(Q, \text{SD}) \]

end if

\[ k = 1 \]

\[ \text{while } k \leq n \]

\[ \text{map} = \text{random_select_map_task}(m) \]

\[ [v_k, u_k] = \text{Map_Task} (\text{map}) \]

\[ k = k + 1 \]

end while

\[ \text{est}_n(Q) = \text{Reduce_Task}(Q, \{v_k, u_k\}) \]
Algorithm 2 Map_Task(map)
structure(map)
create_index_tuple(map)
tuple=random_select_tuple(map)
Return [tuple,block_size]

Algorithm 3 Reduce_Task(Q, \{[v_k,u_k]\})
If Q==avg then
est_n(Q)=result_estimate(Q,avg,\{[v_k,u_k]\})
end if
If Q==sum then
est_n(Q)=result_estimate(Q,sum,\{[v_k,u_k]\})
end if
If Q==var then
est_n(Q)=result_estimate(Q,var,\{[v_k,u_k]\})
end if
If Q==SD then
est_n(Q)=result_estimate(Q,SD,\{[v_k,u_k]\})
end if
Return est_n(Q)

RESULTS AND DISCUSSION
System Setup
The proposed approximation technique for aggregate query is implemented through Hadoop framework. The publically available TPC-DS dataset is used for empirical analysis. Even-though, this dataset is structured, structuring labels are removed to create an unstructured version. The test queries are self designed. The values of the different system parameters are outlined in Table 1.

**Table 1: System Parameter Settings**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset size</td>
<td>3TB</td>
</tr>
<tr>
<td>Number of test queries of each aggregate operation</td>
<td>10</td>
</tr>
<tr>
<td>Total number of qualifying tuples in the entire dataset for a single aggregate query.</td>
<td>Varied between 3% to 20% portion of the entire dataset.</td>
</tr>
<tr>
<td>Number of data blocks</td>
<td>$10^6$</td>
</tr>
<tr>
<td>$p$</td>
<td>Varied between 0.7-0.9</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>30% error w.r.t actual result</td>
</tr>
<tr>
<td>Number of computing nodes</td>
<td>10</td>
</tr>
<tr>
<td>Number of data blocks assigned to each computing node</td>
<td>$10^5$</td>
</tr>
</tbody>
</table>

The metric esratio represented in Equation 19 is used for empirical analysis. Here, higher values of esratio reflect ineffectiveness of the estimator. Similarly, lower values of esratio indicate that, the estimator provides approximate results closer to the actual result.

$$esratio = \frac{|est_n(Q)-R(Q)|}{R(Q)} \times 100$$  \hspace{1cm} (19)

Empirical Result and Discussions
The first experiment evaluates the esratio performance and execution time of the proposed approximation technique for aggregate queries w.r.t average operation. Three different cases are analyzed, wherein, three different values of $p$ are respectively utilized. The result of this analysis w.r.t esratio is illustrated in Figure 1. Here, the different test queries are indicated by their query numbers. It is clear that, for higher values of $p$ the estimator provides better accuracy mainly due to the confidence requirement of the estimator reflected through $p$.

The execution time performance of the proposed estimator for the first experiment is illustrated in Figure 2. Since, the number of random samples required to meet the estimator accuracy goal is directly proportional to the parameter $p$, the estimator incurs higher execution cost. However, this increased cost is not in the orders of magnitude scale.

The second, third and fourth experiments analyzes the esratio and execution time performance of the proposed approximation scheme for sum, variance and standard deviation respectively. The analysis result of these experiments is illustrated in Figures 3, 4, 5, 6, 7 and 8. Similar results seen in the first experiment are also seen here.
Conclusion

In this work, the importance and challenges of sampling schemes in evaluating Big Data aggregate queries was summarized. A new approximation scheme for estimating the result of aggregate queries was presented, which overcomes the listed challenges. Four different aggregate operations were addressed—average, sum, variance and standard deviation. The sampling scheme was built through the framework of CLT. Empirical results establish the effectiveness of the proposed scheme by providing estimated results closer to the actual result. Also, the proposed scheme incurs limited execution cost.

The future work is to investigate effective sampling schemes for evaluating distinct values present in the attribute w.r.t. Big Data environment.
APPENDIX

Proof of Theorems

Theorem 3.1

Proof. Since, \( m \) is very large, it can be inferred that, \( n_1 \approx n_2 \approx \cdots \approx n_m \). This implies that, all the qualifying \( N \) tuples are equally likely to be selected, and almost all the \( N \) tuples will appear once in the set \( (v_1, v_2, \ldots, v_N) \). Hence, the theorem immediately follows.

Theorem 3.2

Proof. Since, \( SN(z_p) = \frac{p+1}{2} \), by letting \( p = 2SN \left( \sqrt{\frac{S_n}{N}} \right) \), the theorem immediately follows.

Theorem 3.3

Proof. Since, the transformed set \( (y_1, y_2, \ldots, y_N) \) is created by multiplying \( N \) to the set \( (v_1, v_2, \ldots, v_N) \), the probabilities of the transformed set are the same as the original set. The remaining part of the proof is on the same lines outlined in Theorem 3.1.

Theorem 3.4

Proof. In Equation 6, replace \( \bar{v}_n \) and \( \mu \) by \( \bar{y}_n \) and \( \mu_y \) respectively, wherein, \( \bar{y}_n \) indicates the sample mean of \( (y_1, y_2, \ldots, y_N) \) and \( \mu_y \) indicates the mean of \( (y_1, y_2, \ldots, y_N) \). Since, \( est_k(\mu) \) is a consistent estimator of \( \mu_y \), it can be inferred that, \( \mu_y \approx est_k(\mu) \). Let, \( p = 2SN \left( \sqrt{\frac{S_n}{N}} \right) \). By using Theorem 3.3 and Equation 6, the theorem immediately follows.

Theorem 3.5

Proof. It is clear from Theorem 3.3 that, \( (y_1, y_2, \ldots, y_N) \) is created by considering almost all the qualifying tuples for \( Q \). So, \( R(\mu) \approx \sqrt{\frac{\Sigma_{i=1}^{N}(y_i)}{N}} \). Since, \( N \) is large, \( N - 1 \approx N \), and the theorem immediately follows.

Theorem 3.6

Proof. The proof is similar to the proof presented for Theorem 3.4, and by using Theorem 3.5, the theorem immediately follows.

Theorem 3.7

Proof. Here, \( R(\mu) = \frac{\sqrt{\Sigma_{i=1}^{N}(v_i-y)^2}}{\sqrt{N-1}} \). Consider the metric \( \tilde{R}(\mu) = \frac{\sqrt{\Sigma_{i=1}^{N}(v_i-y)^2}}{\sqrt{N-1}} \). By using the result \( \sqrt{x} + \sqrt{y} \leq \sqrt{x+y} \), where \( x, y \) and \( z \) are some real numbers, and \( \sqrt{x} + \sqrt{y} \) is closer to \( \sqrt{x+y} \). It can be inferred that, \( \tilde{R}(\mu) \approx R(\mu) \). Since, \( N \) is large, it implies that, \( N - 1 \approx N \), which implies that, \( est_k(\mu) \approx \tilde{R}(\mu) \), and the theorem immediately follows.

Theorem 3.8

Proof. The proof is similar to the proof presented for 3.4. By using Theorem 3.7, the proof immediately follows.

Theorem 3.9

Proof. The term \( \frac{\Sigma_{i=1}^{N}u_i}{n} \) indicates the sample mean for the observations \( (u_1, u_2, \ldots, u_n) \). The term \( m \) is a constant. By using the fact that, sample mean is a consistent estimator of the actual mean, and due to the strong law of large numbers, the theorem immediately follows.
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