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Abstract

Clustering refers to a non-predefined factor that is subject to concern more on unsupervised classification methods. Clustering technique in remote sensing images without human interference helps in various applications like change detection, land cover information, classification etc. In this paper a new adaptive clustering algorithm called Xie-Beni based Adaptive Fuzzy C Means Clustering (XB-AFCM) method is proposed and the validity indices are measured. The number of clusters is the major task in remote sensing applications that can be determined by cluster validity indices (CVIs). In recent years more number of CVIs is proposed in different papers and some common CVIs are evaluated in this paper. The proposed work is tested on 5 experimental datasets. Finally the calculations revealed that the proposed algorithm is best suited for accurate clustering of remote sensing images for unsupervised change detection methods.
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INTRODUCTION

Clustering aims at partitioning the data set into significant groups. Clustering deals with data mining process and for identifying interesting distributions and patterns [1]. Clustering is based on a non-predefined criterion on the other hand classification is based on predefined criteria. Based on the literature there are different types of clustering methods such as K means, Fuzzy C means, Constrained k means [2], Hierarchical clustering [20,21,22] which produces accurate clustering results. As we know that clustering method is very sensitive to initializations, Fuzzy C Means Clustering [6] is one of the best methods for unsupervised change detection methods. The main concern in clustering is to decide accurate number of clusters. To evaluate the clustering process and for finding optimal number of clusters, Cluster Validity Indices (CVIs) are calculated [3]. A better clustering algorithm and validation measures are important for grouping a data [5]. For high-resolution remote sensing data it is difficult to visualize the data, so a better clustering analysis [17] with optimal number of cluster is important. If the clustering parameters assigned an improper value, it may lead to wrong decisions [8]. Two criteria such as compactness and separation are proposed for a better clustering scheme [1,8]. Compactness indicates the variance of the cluster. The smaller the variance, the clustering technique is better. Separation indicates the distance between the cluster elements and if the distance is large the method is more isolated. In [4] 16 commonly used CVIs discussed are applicable to remote sensing data sets. In [4, 7, 10, 13, and 15] Xie-Beni index is proposed which is called compactness and separation validity function. It is used for evaluating Fuzzy C means clustering technique. Other validating indices used in Fuzzy clustering algorithms are I index [9], Fukuyama and Sugeno Index [7, 11], Partition Coefficient [7, 12, 13], Partition Entropy Coefficient 13], Fuzzy hyper volume [14], Partition Density [1, 14] etc. K means clustering is a partitional algorithm, which decomposes the data set into group of disjoint clusters. Partitioning Around Medoids (PAM), CLARA (Clustering Large Applications) and CLARANS (Clustering Large Applications based on Randomized Search) [1]. The mostly used CVIs for K means clustering are Root Mean Square Standard Deviation (RMSSTD), Semi- partial R-squared (SPR) and R-Squared (RS) [1]. These indices can also be applied to Hierarchical clustering techniques. Moreover other algorithms such as BIRCH [16], CURE [18] and ROCK [19] use hierarchical structure for partitioning the data points.

PROPOSED CLUSTERING ALGORITHM

Xie-Beni based Adaptive Fuzzy C Means Clustering (XB-AFCM)

Fuzzy C means clustering is developed by Dunn in 1973 and the method is improved by Bezdek in 1981. This is based on minimization of the objective function J that can be calculated by the eqn. (2). From the analysis of validity indices it is noted that Xie-Beni index performs well in most of the images.

Let \( S = \{s_1, s_2, s_3 \ldots s_n\} \) be the set of data points and \( T = \{t_1, t_2, t_3, \ldots, t_c\} \) be the set of centers.
Step 1: Randomly select ‘c’ cluster centers.

Step 2: Calculate the fuzzy membership ‘Uij’ using eqn. (1)

\[ U_{ij} = \left( \sum_{k=1}^{c} \left( \frac{|s_i-t_j|^2}{|s_i-t_k|^2} \right)^{1/(m-1)} \right)^{-1} \]  

(1)

Step 3: Compute the fuzzy centers ‘j’

Step 4: Repeat step 2) and 3) until the minimum ‘J/I’ value is achieved

\[ J_f = \sum_{i=1}^{N} \sum_{j=1}^{c} U_{ij}^f \ | s_i - t_j |^2 \]  

(2)

Step 5: Calculate the Xie-Beni validity index, which is given in eqn. (5).

Step 6: Stop the iteration when the validity index reaches the minimum value.

CVIs for Fuzzy C Means Clustering

Partition Coefficient (PCoeff)

\[ PCoeff_f = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{c} U_{ij} \ | U_{ij} | \]  

(3)

PCoeff values are in the range [1/n, 1]. The value should be closer to unity for a better clustering technique.

Where \( n \) – number of clusters

\( U_{ij} \) – Membership function

Partition Entropy Coefficient (PECoeff)

\[ PEcoef_f = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{c} U_{ij} \log_a(U_{ij}) \]  

(4)

where \( a \) is the base of the logarithm. Partition entropy coefficient values ranges from 0 to \( \log_a n \). The value should be closer to 0 for a good clustering method.

Xie-Beni index (XBindex)

Xie-Beni index [10] is best-suited validity index in Fuzzy C means clustering. It works well with compact clusters.

\[ XBindex = \frac{\sum_{i=1}^{N} \sum_{j=1}^{c} U_{ij}^f \ | a_i - b_j | \ | a_i - b_k | \}^{1/2} \]  

(5)

Fukuyama-Sugeno index (FSindex)

For well-separated clusters FS index value will be minimum. It measures the compactness and distance between the clusters.

\[ FSindex = \sum_{i=1}^{N} \sum_{j=1}^{c} U_{ij}^f (\ | a_i - b_j | \ | a_i - b_k | \}^{1/2} \]  

(6)

In FSindex \( b \) is the mean vector of A and X is a symmetric matrix. For a well-separated cluster the FSindex should be as small as possible.

RESULTS AND DISCUSSIONS

In order to evaluate the effectiveness of proposed method; experiments are carried out in 5 different types of satellite data. There are many validity indices available for evaluating the clustering techniques, but it is evident from the statistical assessment that all the validity indices does not work accurately in different remote sensing data. The proposed method categorizes the data into accurate number of clusters. For evaluating the correctness of result, a manual evaluation of validity indices is performed for the next cluster from which the clustering operation is stopped. For the analysis of validity indices, a dataset consists of five types of satellite data are taken such as GeoEye-1 (Image 1), Quick bird (Image 2), Worldview-2 (Image 3), IKONOS (Image 4) and Worldview-3 (Image 5). The details of dataset and specifications are given in Table1. The clustering result of each image is given in Figure 1,2,3,4 and 5.
Performance Evaluation

In fact cluster validity indices are certain measures to evaluate the number of clusters in an image. In the proposed XB-AFCM algorithm, the best cluster is formed which includes a correct classification of areas in each image. In Figure 6-10, the cluster evaluation of various datasets for the proposed algorithm is illustrated.

Table 2: CVI evaluation

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of clusters</th>
<th>PCoeff</th>
<th>PECoeff</th>
<th>FSindex X 10^4</th>
<th>TFHV X 10^4</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.87</td>
<td>0.21</td>
<td>0.55</td>
<td>0.66</td>
<td>0.14</td>
</tr>
<tr>
<td>3</td>
<td>0.82</td>
<td>0.31</td>
<td>0.35</td>
<td>0.61</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.80</td>
<td>0.37</td>
<td>0.72</td>
<td>0.43</td>
<td>0.124</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.78</td>
<td>0.41</td>
<td>0.8</td>
<td>0.40</td>
<td>0.121</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.76</td>
<td>0.46</td>
<td>0.79</td>
<td>0.37</td>
<td>0.124</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.83</td>
<td>0.27</td>
<td>0.51</td>
<td>1.07</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>0.78</td>
<td>0.39</td>
<td>0.53</td>
<td>0.87</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.77</td>
<td>0.44</td>
<td>0.68</td>
<td>0.72</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.74</td>
<td>0.51</td>
<td>0.67</td>
<td>0.65</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0.89</td>
<td>0.17</td>
<td>0.93</td>
<td>0.83</td>
<td>0.13</td>
</tr>
<tr>
<td>3</td>
<td>0.79</td>
<td>0.36</td>
<td>0.94</td>
<td>0.75</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.77</td>
<td>0.41</td>
<td>0.94</td>
<td>0.61</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.74</td>
<td>0.50</td>
<td>0.89</td>
<td>0.47</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.83</td>
<td>0.26</td>
<td>0.36</td>
<td>0.69</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.78</td>
<td>0.38</td>
<td>0.42</td>
<td>0.57</td>
<td>0.146</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.76</td>
<td>0.44</td>
<td>0.58</td>
<td>0.51</td>
<td>0.137</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.75</td>
<td>0.48</td>
<td>0.59</td>
<td>0.45</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.73</td>
<td>0.54</td>
<td>0.63</td>
<td>0.43</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.72</td>
<td>0.55</td>
<td>0.63</td>
<td>0.39</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.80</td>
<td>0.31</td>
<td>0.36</td>
<td>1.08</td>
<td>0.18</td>
</tr>
<tr>
<td>3</td>
<td>0.77</td>
<td>0.39</td>
<td>0.43</td>
<td>0.8</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
<td>0.46</td>
<td>0.72</td>
<td>0.81</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.74</td>
<td>0.50</td>
<td>0.76</td>
<td>0.81</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.72</td>
<td>0.55</td>
<td>0.81</td>
<td>0.64</td>
<td>0.14</td>
<td></td>
</tr>
</tbody>
</table>

STUDY AREA AND SPECIFICATIONS

Table 1: Dataset and Specifications

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Area</th>
<th>Resolution</th>
<th>Acquisition Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geo Eye-1</td>
<td>Sendai, Japan</td>
<td>0.5 m</td>
<td>February 22, 2012</td>
</tr>
<tr>
<td>Quick bird</td>
<td>Berlin, Germany</td>
<td>-</td>
<td>March 28, 2002</td>
</tr>
<tr>
<td>Worldview-2</td>
<td>2000 Summer Olympic Complex, Australia</td>
<td>0.5 m</td>
<td>October 20, 2009</td>
</tr>
<tr>
<td>IKONOS</td>
<td>Caribbean Sea, West Indies</td>
<td>1m</td>
<td>December 3, 2009</td>
</tr>
<tr>
<td>Worldview-3</td>
<td>Maracana Stadium, Brazil</td>
<td>30 cm</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 6: Cluster evaluation of EeoEye-1 Image
As we can see the results, in GeoEye-1 image, clustering stops at 5th cluster in the proposed method. A manual calculation of 6th cluster is carried out to clarify the results. From the manual calculation it can be seen that value of XB-AFCM is low at 5th cluster and increasing in the next cluster. In Quick bird image, proposed method value of 4th cluster is 0.12 and for 5th cluster the value is 0.13. Thus clustering stops at 4th cluster. In Worldview-2 image also it shows the XB-AFCM is low at 5th cluster than 6th cluster, so clustering stops at 5th cluster. In IKONOS and Worldview-3 also it can be viewed as the clustering stops at the point where XB-AFCM value becomes minimum. In terms of results and discussions it is revealed that the proposed method shows accurate number of clusters.

CONCLUSION

In various remote sensing applications clustering evaluation plays a vital task for measuring the compactness of the method. In this work various CVIs are evaluated for different remote sensing images. For the study, five satellite images are taken and clustering performs in each image and CVIs are noted. From the validation it is vividly revealed that clustering stops at the minimum accurate value of XB-AFCM method. From the evaluation it is conclude that the proposed Xie-Beni based Adaptive Fuzzy C Means Clustering (XB-AFCM) performs well and produces accurate number of clusters.

ACKNOWLEDGEMENT

We express our sincere thanks to DST, New Delhi, India for the financial support under INSPIRE fellowship scheme for the above research work.

REFERENCES


