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Abstract

Traditionally, the Fisher Discriminant Ratio (FDR) has been used to check the inter-cluster and intra-cluster distance in data points. The larger the FDR, the better the separability of data, enabling a relatively simpler classifier to perform the task with significant accuracy. In this paper, a novel Inverse Fisher Discriminant Ratio (IFDR)-based approach was used to find the optimal performance of a classifier or classifier ensemble for classification of Igneous rock into Volcanic and Plutonic Rock subfamilies. K-Nearest Neighborhood, Radial Basis Function SVM and AdaBoost with SVM as a weak classifier were used for the classification.

Random training datasets were generated out of the variety of Volcanic and Plutonic rock microstructure images. To comply with the broad need to have a training dataset that is uniformly distributed in the feature set, IFDR was calculated for each such set. Consistent with the larger IFDR, for training datasets with diverse representation from feature space, maximum accuracy was reported. This was consistent observation, in case of all classifiers and classifier ensemble. Thus, the IFDR-based approach also provided an estimate of maximum classification accuracy that can be obtained using Classifiers and classifier Ensemble. Better performance is reported for AdaBoost Classifier.

The causal relation reported between IFDR for testing the diversity of Training set and optimal accuracy for any classifier, can be used for variety of databases.
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INTRODUCTION

Pattern classification principles have been applied in diverse areas, as the field has matured over the last two decades. Various approaches for classification of images have been proposed from time to time. Many pattern recognition approaches have been used successfully in interdisciplinary areas, such as classification of medical images and metallurgical images to name a few.

This paper focuses on a similar interdisciplinary application, i.e., classification of Igneous rock microstructure images into 2 major subcategories, namely, Volcanic rock images and Plutonic rock images. Research was carried out on handheld rock specimens, where images were captured using a camera under ambient conditions and further exploration was conducted using various supervised and unsupervised approaches [1] [2] [3] [4]. In this study, the focus is on classification of locally relevant Igneous Rock Microstructure images using a robust classifier. For this purpose, appropriate textural features are selected and classification into the appropriate subclass is carried out using a suitable classifier such as Radial Basis Function (RBF) SVM. An optimal combination is selected amongst the large number of training set combinations using an innovative Inverse Fisher Discriminant Ratio (IFDR) to calculate maximum classification accuracy. Although average classifier performance can be estimated based on techniques such as K-fold validation, [5], ratios such as IFDR help to determine the best performance in terms of % Accuracy, which can be extracted from the given classifier. Various approaches such as classifier combination using Bagging, Adaptive Boosting, Decision Trees and Random Forests [6] are applied to enhance classification accuracy.

IMAGE DATABASE AND CLASSIFICATION APPROACH

Igneous Rock and Subfamilies

The Image database is a collection of microscopic images of locally relevant Igneous rock subfamilies. The names of these types of Igneous subfamily members are shown in Table No. 1.
Table No. 1: Names of Rock Subfamilies

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Name of Rock Subfamily</th>
<th>Local Presence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Basalt</td>
<td>Predominantly Present in Western India [7]</td>
</tr>
<tr>
<td>2</td>
<td>Andesite</td>
<td>Present in Bhilwada, Chittod in Rajasthan and parts of Gujrat [8]</td>
</tr>
<tr>
<td>3</td>
<td>Spherulite</td>
<td>Present in Western Saurashtra [9]</td>
</tr>
<tr>
<td>4</td>
<td>Pseudotachylites</td>
<td>Present in Aravalli mountains and Kumaun [10]</td>
</tr>
<tr>
<td>6</td>
<td>Dolerite</td>
<td>Present in Sinnar and Sangamner Boundary, in Maharashtra [12]</td>
</tr>
<tr>
<td>7</td>
<td>Rhyolite</td>
<td>Present in Western Rajasthan [13]</td>
</tr>
</tbody>
</table>

The Latin word Igneous means ‘Fire’. Igneous rocks originate from magma, which is formed in the deeper layers of the earth, where extremely high temperatures cause the rock to melt. This molten rock, i.e., magma is less dense than its surroundings, allowing it to rise toward the earth’s surface. When the magma finds a passage to the earth’s surface via a volcano in the form of lava, Volcanic Igneous rocks are formed. Due to the large difference in the surrounding atmosphere, the lava cools rapidly. This rapid crystallization produces very small grains. When the magma does not find an outlet, being in a liquid state, it seeps into crevices underneath the earth’s crust, is subject to high pressure and cools very slowly, thereby forming larger grain crystals. Thus two grain size categories are formed. [14].

The classification is carried out largely by Geologists based on their expertise, taking regional Geology into consideration.

128 Igneous rock microstructure images are carefully selected, of which 64 images are of Volcanic Rocks and the remaining 64 belong to the Plutonic rock category.

Texture-based classification and Feature Selection

Grain size is chosen as the basis for classification of Igneous rock microstructures.

Feature selection can be defined as the process of selecting a subset of relevant variables for use in model construction. Care is to be taken to retain the class discrimination characteristics.

For image texture analysis in [15], various textural features were proposed for image analysis. Gray level Co-occurrence Matrix (GLCM) is used as a statistical tool for establishing a relationship between inter-pixel distance and angular space. Connors et al show in [16] that Correlation, Energy, Entropy, and Homogeneity are predominantly used. For the chosen Igneous rock images, these 4 along with Contrast are used. They are defined as follows:

Contrast = \[ \sum_{i,j} |i-j|P(i,j) \] (1)

Correlation = \[ \frac{\sum_{i,j} P(i,j)P(i)(j) - \mu_x \mu_y}{\sigma_x \sigma_y} \] (2)

Energy = \[ \sum_{i,j} P(i,j)^2 \] (3)

Entropy = \[ \sum_{i,j} P(i,j) \log P(i,j) \] (4)

Homogeneity = \[ \sum_{i,j} \frac{P(i,j)}{1+|i-j|} \] (5)

Texture energy approach [17] is another robust texture analysis tool and, accordingly, two more features, namely, Laws Absolute Mean (Laws AM) and Laws Standard Deviation (Laws SD), were added.

Thus, the 7 features selected are (i) Contrast (ii) Correlation (iii) Energy (iv) Entropy (v) Homogeneity (vi) Laws Absolute Mean (vii) Laws Standard Deviation

By feature selection, redundant or meaningless features are discarded, so that higher generalization performance and faster classification can be realized than by the initial set of features.

The Forward selection method has been adopted. The process of forward selection begins from an empty set of features with the addition of a feature at a time. [18]

As a standard training practice, 64 images were selected using the MATLAB function randperm (n). Amongst these, half of each were from the Volcanic and Plutonic class.

To address the issue of identifying the optimal feature set, the forward Selection approach is used.

The Average False Rejection Ratio (AFRR) was calculated based on 10000 trials on various duplets. Figure No. 1 shows that the Contrast (Feature No. 1) and Laws Absolute Mean (Feature No. 6) pair produced an AFRR of 0.125. For this pair, the best and worst FRR were 0.1163 and 0.1656, respectively.

![Figure 1: Average False Rejection Ratio (AFRR) for 21 duplets](image_url)

Continuing with the forward selection algorithm procedure, triplets with (1,6) pair as a base were formed. For the triplet -
Laws absolute mean, Contrast and Energy, the best FRR of 0.1788 was obtained.

Further, with the use of quadruplets and so on, it was observed that the AFRR deteriorated, as shown in Fig. 2.

Figure 2: False Rejection Ratio Value variation

Accordingly, the duplet was considered for further work.

Choice of Support Vector Machine Classifier

Support Vector machines first define basis functions that are centered on the training data points and then select a subset of it during training. One advantage of SVM is that although the training involves non-linear optimization, the objective function is convex and so the solution of the optimization problem is relatively straightforward. [19]

In general, the only available data is a finite sample of the universe U; the value of error Err (h) for a hypothesis h cannot be computed exactly. This error is first approximated by summation over the objects of the learning set, called the ‘empirical risk’. [20]

Let H be the hypothesis space having Vapnik–Chevonenkis (VC) dimension d. For any probability distribution D on X {-1, 1}, with probability 1- \( \delta \) over 1 random example S, any hypothesis h \( \in \) H that makes k errors on the training set has error no more than

\[
\text{err} (h) \leq \frac{2k}{l} + \frac{4}{l} \left( d \log \frac{2l}{\delta} + \log \frac{4}{\delta} \right)
\]

provided d \( \leq \) l. Thus, a learning algorithm should seek to minimize the number of training errors since everything else in the bound has been fixed by the choice of the hypothesis class. This principle is known as empirical risk minimization. [21]

The ability of a hypothesis to correctly classify the data not in the training set is known as generalization.

The linear kernel SVM is discarded for the following reasons:

1. It tends to perform well if the number of features is large compared to the size of the data. In the reported work, only 2 features are chosen.
2. When linear SVM was applied, it resulted in significantly lower accuracy, although it has high generalization ability.

To obtain the best classification rate, we consider the confidence interval and empirical risk. The complex system has a high confidence interval and low empirical risk. The non-linear SVMs can reduce the empirical risk using complex systems [22]

Amongst the possible choices for non-linear SVMs, the polynomial kernel was discarded owing to its sensitivity issues.

The Sigmoid kernel is more popular in neural network-based applications. It is expressed as

\[ K(X_i, X_j) = \tanh(\beta_0 X_i^T X_j + \beta_h) \]  

(7)

Being a positive semi-definite function [23] was a constraint against choosing it.

The Radial Basis Function is typically recommended when the number of features is small. In this work, the only feature pair is chosen.

\[ K(X_i, X_j) = \exp \left( \frac{||X_i - X_j||^2}{2\sigma^2} \right) \]

(8)

This is the default kernel chosen by SVMLib application, and traditionally it is recommended as a kernel of choice for commencing classification with non-linear SVM kernels [24].

Selection of optimal Training set

As shown in section 2.2, two features – namely Contrast and Laws Absolute Mean – have been chosen as the preferred feature pair to strike a balance between generalization of performance as well as minimization of redundancy in feature selection.

Radial Basis Function (RBF) Support Vector Machine has been selected as the preferred classifier.

Amongst the various training approaches such as Resubstitution, Hold out or Rotation method [25], the Hold out method is selected for training based on the database size and features used in the 2-class problem.

The objectives of the classification activity are as follows:

1. To estimate the ‘average’ performance of the classifier over the choice of randomly selected Training Dataset
2. To estimate the ‘Best’ performance of the classifier

For obtaining diversity in the training database, a MATLAB function randperm(n) is chosen. The function selects a random training database. 10000 such combinations are considered.

Discriminant Ratio Calculations

Traditionally, for a 1-dimensional, 2-class case, a ratio called Fisher Discriminant Ratio (FDR) is calculated as

\[ \text{FDR} = \frac{(\mu_1 - \mu_2)^2}{\sigma_1^2 + \sigma_2^2} \]

(9)
where $\mu_1$ and $\mu_2$ are the mean value of data points in Class 1 and Class 2, respectively, and $\sigma_1$ and $\sigma_2$ are the variances in the 2 Classes, respectively.

FDR is typically used to quantify the separability capabilities in a primitive fashion independent of the underlying statistical distributions. [26]. The larger value of FDR indicates large between-class distances and small within-class variance. Such feature combinations are preferred since it suggests the potential use of a simple classifier, as the data constellation is such that the two classes are separated from each other, although the data points within a class are in a compact cluster.

FDR is typically used to quantify the separability capabilities in a primitive fashion independent of the underlying statistical distributions. The larger value of FDR indicates large between-class distances and small within-class variance. Such feature combinations are preferred since it suggests the potential use of a simple classifier, as the data constellation is such that the two classes are separated from each other, although the data points within a class are in a compact cluster.

A larger IFDR would correspond to small between-class distances and larger within-class variance. In a way, it announces a proximity and mixing of data points belonging to each class as well as a liberal spread of data points from both classes, occupying a dominant region of representing space.

CALCULATION OF IFDR AND ACCURACY

10000 random dataset combinations are prepared using MATLAB® to ensure diversity in the training datasets. Each training data set selected 32 out of 64 Volcanic Rock images and 32 out of 64 Plutonic Rock images.

For each case, a calculation of Contrast and Laws AM features was performed. The results are reported for

a) K-Nearest Neighbor approach for k= 5 as a base classifier
b) Radial Basis Function Support Vector Machine (RBFSVM) Classifier
c) Using the AdaBoost Approach for the classifier combination with RBFSVM as a base classifier.

In all 3 cases, Percentage Accuracy is calculated. Among the randomly generated Training datasets, those sets having a biased and skewed collection of data points, it was observed that the IFDR value was small. Consequently, it was seen that the Classification Accuracy was not good.

RESULTS

For each of the 10000 iterations, values of IFDR were calculated. Table no. 2, summarizes the sample results.

Table 2: IFDR and % Accuracy Calculation - Sample Results

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>dist_</th>
<th>Var_</th>
<th>Var_</th>
<th>IFDR * 10^{-3}</th>
<th>% Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>means</td>
<td>Plu</td>
<td>Vol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>27.95</td>
<td>0.60</td>
<td>0.79</td>
<td>1.27</td>
<td>0.71 0.89 0.92</td>
</tr>
<tr>
<td>2</td>
<td>37.91</td>
<td>0.65</td>
<td>0.78</td>
<td>0.72</td>
<td>0.68 0.86 0.9</td>
</tr>
<tr>
<td>3</td>
<td>54.68</td>
<td>0.76</td>
<td>0.64</td>
<td>0.33</td>
<td>0.68 0.84 0.89</td>
</tr>
<tr>
<td>4</td>
<td>57.00</td>
<td>0.70</td>
<td>0.65</td>
<td>0.28</td>
<td>0.68 0.85 0.86</td>
</tr>
<tr>
<td>5</td>
<td>67.66</td>
<td>0.65</td>
<td>0.70</td>
<td>0.20</td>
<td>0.65 0.82 0.85</td>
</tr>
<tr>
<td>6</td>
<td>89.10</td>
<td>0.66</td>
<td>0.75</td>
<td>0.13</td>
<td>0.66 0.82 0.85</td>
</tr>
<tr>
<td>7</td>
<td>118.34</td>
<td>0.43</td>
<td>0.54</td>
<td>0.03</td>
<td>0.66 0.83 0.84</td>
</tr>
<tr>
<td>8</td>
<td>189.87</td>
<td>0.55</td>
<td>0.68</td>
<td>0.02</td>
<td>0.63 0.84 0.84</td>
</tr>
<tr>
<td>9</td>
<td>213.57</td>
<td>0.43</td>
<td>0.70</td>
<td>0.01</td>
<td>0.62 0.82 0.83</td>
</tr>
<tr>
<td>10</td>
<td>182.44</td>
<td>0.48</td>
<td>0.38</td>
<td>0.01</td>
<td>0.58 0.79 0.81</td>
</tr>
</tbody>
</table>

As far as the attributes of a good training set are concerned, it should have a uniform representation of the training sample from all the regions of the chosen sample space. [27]

In the case where the Igneous rock microstructure image classification is concerned, based on the Haralick feature – Contrast and Laws Absolute Mean (AM) feature, it is seen that owing to large grain size, the Plutonic rock images tend to occupy the bottom left area, while due to smaller grain sizes, the Volcanic rocks have a larger Contrast value and are typically present in the top right position, as shown in Figure No. 3. However, there are ‘outliers,’ i.e., data points belonging to one class that exhibit characteristics of the other class. Also in the case of Igneous rocks, the physical parameters that govern the process of crystallization, namely, pressure and temperature, are such that there is no ‘abruptness’ in a changeover from one class to another, but there is an overlapping portion. The outliers and the Overlap typically pose challenges in classification.

An Inverse Fisher Discriminant Ratio (IFDR) is calculated as shown below.

$$IFDR = \frac{\sigma_1^2 + \sigma_2^2}{(\mu_1 - \mu_2)^2}$$ (10)
Table No. 2 shows only sample results. The samples chosen are such that the results highlight a trend of increase in % Accuracy with an increase in IFDR. However, there are local exceptions where such direct proportion is not seen, while the overall direct proportionality between % Accuracy and IFDR is observed, as seen in Fig. No.4.

**Figure 4:** Relationship between IFDR and % Accuracy

Among the values shown in Table No. 2:

1. Entry at Sr. No.1 for the ‘Optimal Training set’, IFDR is the best and the best % Accuracy values are reported. The relevant training set is as shown in Figure No. 5.

2. Entry at Sr. No.15 for a ‘highly skewed Training set’, IFDR is the worst, and the least % Accuracy value is reported.

**Figure 5:** The Training Set associated with best IFDR

**CONCLUSIONS**

1. The Inverse Fisher Discriminant Ratio (IFDR) can be used as an estimation of the most optimal classifier performance.

2. The Percentage Accuracy associated with the training set giving the best IFDR is the highest value of Accuracy achievable – namely, 71% for K-nn Classifier, 89% for SVM Classifier and 92% for AdaBoost SVM Classifier.


4. An average Percentage Accuracy was calculated for 10000 combinations of Training set. It is 84.73 % for AdaBoost SVM, 77.96% for RBF SVM and a low average value of 58.76% for K-nn classifier in the case of Volcanic and Plutonic Rock classification.

5. Using the Classifier combination, an improvement in optimal Percentage Accuracy of around 3 % is obtained in comparison with SVM, and the Accuracy improvement is around 21% compared to K-nn Classifier. The average Percentage Accuracy improvement using Classifier combination compared with SVM Classifier is 6.77%, and that compared to K-nn Classifier is 15.97%.

The improvement in Optimal Percentage Accuracy and Average Percentage Accuracy for the Classifier Ensemble and the other two classifiers is shown in Figure No. 6.

**Figure 6:** Optimal % Accuracy and Average % Accuracy values for Classifier Ensemble and other Classifiers

6. Not only are the Optimal Percentage Accuracy and Average % Accuracy values the best for the AdaBoost Ensemble Classifier approach, but the difference between them is the least, confirming the robustness and superiority of the Classifier ensemble in comparison with the individual classifiers. This fact is represented in Figure No. 7.
There are statistical, computational and representational reasons, substantiating an improvement in performance due to an ensemble of classifiers [28]
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