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Abstract
Bioinformatics is one of the emerging technologies which is played an important role in the field of biology. The molecular biology and Bioinformatics information are extracted from the protein datasetwhich is used for analyzing the different kind of biological information. The major challenges in the protein data set are larger in size, which increases the complexity during the further experimental process. The complexity of the system is reduced by hybridized Soft Computing techniques and Evolutionary Methods. Thus, in this paper proposed that optimal feature selection method for reducing the dimensionality of the protein feature set to improve the performance of the proposed system.Initially, the biological data are grouped into the clusters which is fall into the preprocessing step for removing the missing and unwanted data’s. The cluster formation is done by Ant Colony with Rough Set Theory (ACRST) based feature selection process.The performance of the system is evaluated with the help of the existing algorithms such as wrapper method, Greedy Forward Selection, Particle Swarm Optimization, Scatter Search and the comparison is analyzed with the help of the accuracy, sensitivity and specificity.
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Introduction
Proteins are the huge volume of macromolecules or biomolecules which consist of long chain of amino acids [1]. The proteins are performed several functions in the living organisms such as DNA replications, catalyzing metabolic reactions, product manufacture, routine maintenance, transporting molecules, waste cleanup, shape and inner organization [2]. The protein structure differs from one another by means of amino acid sequence, which is the direction of the nucleotide sequence and determines the activities of the cell organisms. So, the activities of the cell organisms are determined by the protein function which is analyzed based on the genomic sequence of data [3]. The information is gathered from the nucleic acid homology sequence, gene profiles, protein domain structure, phenotypic profiles, phylogenetic profiles and protein-protein interaction. These gathered information’s are used to analyze the cellular pathway because the single protein may play several roles in the organisms. Thus the function of the protein is predicted by several prediction methods such as Homology-based methods, Genomic context-based methods, Network-based methods, Structure-based methods and Sequence motif-based methods [4]. But the protein data set has several feature vectors it is difficult to process during the function prediction and other processing. So, the dimensionality of the feature vector is reduced by using the data mining and soft computing approaches.Then the evaluation of the protein data set sequence prediction process is enhanced by the enormous amount of dataset because it has various potential information[5].

Thus the Bigdata approach based huge volume of protein dataset is used for predicting the protein function because it has thousands of RNA and DNA informatics in terms of volume, velocity veracity, variety,variability and complexity information’s [6]. This Big data based analysis overcomes issues in various applications, especially in Bioinformatics, protein sequences, protein secondary structure analysis and sub cellular localization prediction. There are two reasons [7] how the Bigdata approach helps during the protein sequence and function prediction process. First, it provides important information about the protein structure,details during the analyzing process which means it just explains that which and how the proteins works in the cellular organisms. Second, the bigdata method provides additional information such as RNA, DNA, cell structure which is used to analyze the particular person complete growth progress records.So, the big data approach is played on the essential role during the protein function prediction and sequence analysis and related research This paper handling the data mining and soft computing techniques to obtain the knowledge based system for analyzing the protein sequence from the huge volume of unorganized dataset. Thus the main contribution of the paper is as per following: initially the feature set is minimized by applying the Ant Colony based Rough Set Theory (ACRST) approach which reduces the data set for selecting the optimized features. This optimal features are used to further classification or analyzing process. The performance evaluation is made with the several existing methods such as wrapper method, Greedy Forward Selection, Particle Swarm Optimization, Scatter Search. The rest of the paper is organized as follows: Section 2 provides the related discussion and researches about the protein sequence analysis methods, section 3 delinates and discuss about the protein sequence informatics, section 4 explains that the feature
selection process, section 5 discuss the experimental results of the proposed system and finally, conclusion.

Related Works
Proteins are the most necessary and versatile biomolecules of life and building the blocks and functional unit of a cell. This section provides the various discussions and research experience related to the protein sequence and prediction function. Bagyamathi et al., [8] proposed that Harmony Search algorithm with Rough Set theory for analyzing protein sequence in the big data. This paper uses the protein sequence data set and the amino acid based features are extracted those the tuples are selected based on the improved optimized technique which reduces the complexity in the big data based analyze. Then the performance of the system is compared with the Rough Set based PSO Quick Reduct and Set Quick Reduct. Muhammad Javed Iqbal et al., [9] focuses on the bioinformatics based data analyzing and managing method for managing the protein data set and their sequences. This paper uses the three different data set for improving the protein data analyzing and storage methods. Initially the features are considered as the descriptor which size is limited up to 3 amino acids and the irrelevant features are eliminated. Then the features are selected based on the threshold value and the selected features are used to further classification and analyzing process. Thus the paper implements the simplest and easy feature selection and classification approach which reduces the dimensionality of the protein data set.

Wen-Yun Yang et al., [10] proposed that sequence based approach for localizing the protein sub cellular and predicting the protein functions. The amino sequences are extracted by using the term frequency, discriminate analyzing and statistical based approaches. The proposed extracted features compare with the amino acid composition method, voting system, amino acid tuple approach and then the performance is evaluated by 7579 eukaryotic protein sequences of 12 sub cellular locations which is obtained by 5 fold cross validation based five predictors. Kochek et al., [11] uses different feature selection techniques which are used to analyze the relation between the protein and their stability. Thus the features are placed an important role during the protein sequence analyzing process which is compared with different feature selection methods. Eun-Mi Kim et al., [12] focuses on the DNA patterns or protein data set for analyzing and classifying the bioinformatics because it has huge information. The raw DNA or protein data set is difficult to process so, the Support Vector Machine and the noise whitening method are used for better bioinformatics classification problem. Then the performance of the system is evaluated with the abnormal protein sequence ovarian cancer data set.

Ben Blum et al., [13] focuses on the protein structure prediction system with minimum energy consumption, which is obtained by applying the Rosetta method that uses the Monte Carlo energy minimization technique. Initially the features are selected by L1 regularized linear regression and the decision tree method and resampling technique is used to reduce the energy during the structure identification process. Then the performance of the system is estimated with the help of the nine small protein benchmark data and the prediction of the protein structure is demonstrated. Elena Marchiori et al., [14] proposed that the selecting and ranking based method for identifying the relationship between the protein alignments because which plays the major role during the function identification. This paper uses the SMAD and MH2 domain factors based data set and the proposed method selecting the nearest neighbor relevant features for protein factor selection. From the selected features the subtype specific sites are identified and selected which is compared with existing approaches.

Chandran et al., [15] focuses on the protein feature extraction and feature selection process because it is used to improve the further analyzing process. This paper uses the single sequence PDS based retrieved data set and the amino acid or k-tuple features are extracted. The extracted features are selected by applying the enhanced fuzzy based rough set theory which eliminates the noise and unwanted data from the single sequence data set. The performance of the system compared with the existing methods. Thus the contribution of the paper is, huge volume of data set is used for analyzing the protein sequence by optimized feature selection approach. During the feature selection process the noisy features are removed also dimensionality of the features also reduced, which improves the further process that is discussed in the following section.

Protein Sequence Informatics
Proteins are the most important and versatile biomolecules of living cell which is used for creating, building blocks and functional components of organisms. This protein plays a second major role in the living organism and it has several polypeptides in terms of amino acids[16]. In protein twenty different amino acids are available which are denoted as the various alphabets that is represented as the linear sequence which is called as the primary structure. The protein structure is shown in following figure 1.

![Figure 1: Sample Protein Structure](image)

This protein is having three different structures, namely primary, secondary and Tertiary structure which is used during the protein stability structure analyzing process. Then the stability of the protein structure is analyzed with the help of the spectroscopic methods such as, UV, infrared, CD and fluorescence [17]. This analyzed the protein structure is used to identify the protein functions, encoded proteins, missing functionalities, peculiarities and novelties are predicted in the
human organisms. The Function is nothing but to do all the natural activity which is done with the help of the protein. These functions are analyzed in terms of computational analysis, structure analysis, mutation and functional analysis. This functional analysis is used to analyze the RNA structure, Gene profile, family classification and so on. So, the protein function prediction process is the important concept in the data mining process to classify the several problems [18]. The classification process is represented in terms of the hierarchy of classes which has some of the challenges such as it classifies the protein data into different levels and it requires various characteristics of protein data. This paper uses the big data based protein data set that uses the sequence analyzing and classification problems. But the major issues in the big data based data set is, it has high dimensional data’s which consumes more time to process the protein data. Thus the paper overcome the above issues by using the feature selection process which reduces the dimensionality of the data set also removes the unwanted data. This selected data is used for further analyzing process.  

Protein Feature Selection using Data Mining Techniques

The main goal of this paper is to analyze the protein data set with the help of the reduced feature dataset. This reduced or selected features are used to analyze the structure, behavior of the RNA, DNA characteristics, family classification and other classify problems. In this paper three different big data based protein data sets such as VariBench [19], BioGrid [20] and PDB data set[21] are used. This data set have various number of features and noise data which reduces the functionality and performance of the further system so, it has to be reduced by applying the feature selection method. Thus the paper proposed optimized Ant Colony with Rough Set Theory feature selection approach for reducing the dimensionality of the huge volume of protein data set. The basic architecture of the proposed system depicted in the figure 2.

During the indirect communication, the ant’s have following characteristics such as, it creates positive feedback, demonstrate distributed computational architecture, exploit global data structures which change dynamically of each ant traversing route, distribution of the computation is depends on the population of the ant’s and the probability of the transition always depends on both pheromone also problems specific local heuristics. This biological ant’s characteristics are used to select the feature subset(s) form the whole feature set (D). The main problem with the feature subset selection is a representation of the graph because the graph needed to identify the shortest path from one feature to another feature. In the graph, each feature considered as the node and the edges between the feature is next choice feature and the optimal feature set is selected by calculating the minimum number of node visits in the graph and that should satisfy the searching criteria. After representing the graph the transition and the pheromone update rules have to be generated because each feature having own pheromone and heuristic values [24]. These heuristic value is used to analyze the optimal solution from the sequence of finite set of solution. Initially the optimal solution is identified by empty partial solution and then the solution set has enhanced further solution identification process. During this process, probabilistic transition rule is updated as follows,
\[ P^k(t) = \left\{ \frac{|t_i(t)|^a |\eta_i|^\beta}{\sum_\mu |t_i(t)|^a |\eta_i|^\beta} \right\} \text{ if } i \in \mathcal{E}^k \]

Where \( \mathcal{E}^k \) is the set of feasible features \( t \) and \( n \) is the pheromone values and \( \alpha, \beta \) is the heuristic information.

This calculated transition probability is used by ACO which is helping to balance between the pheromone intensity measure. Then the pheromone evaporates is controlled by applying the pheromone update rule which is performed as follows,

\[ \Delta t^k = \left\{ \phi_i \gamma(s^k(t)) \right\} + \left\{ \frac{\phi_i |n - |\mathcal{S}(t)||}{n} \right\} \text{ if } i \in s^k(t) \]

Where \( s^k(t) \) is the selected feature subset. This process is repeated to find the optimal solution from the group feature set and the related steps are defined as follows,

<table>
<thead>
<tr>
<th>Steps for Ant Colony Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Initialize the pheromone trails and parameters</td>
</tr>
<tr>
<td>Step 2: Generate the population of m solutions</td>
</tr>
<tr>
<td>Step 3: For each feature (ant) calculate the transition probability and pheromone value</td>
</tr>
<tr>
<td>Step 4: For each ant determine its best position based on the values</td>
</tr>
<tr>
<td>Step 5: Determine the best global feature (ant)</td>
</tr>
<tr>
<td>Step 6: Update the pheromone trail values</td>
</tr>
<tr>
<td>Step 7: Check the termination condition (termination=true)</td>
</tr>
</tbody>
</table>

**Rough Set Theory**

Rough Set Theory (RST) is one of the mathematical model which is used to dealing with the uncertainty of the data and also reduce the available information in terms of feature selection process [26]. The main purpose of the RST is to reduce the attributes and generating the decision rules that consist of several advantages such as establishing efficient algorithm for analyzing the hidden patterns, evaluating significant data, finding minimum data set and it does not require the membership function during the data set evaluation. These RST advantages are used to identify the optimal feature set from the collection of data set in terms of the indiscernibility relationship between lower and upper approximation data [27]. The relation can be defined as follows,

\[ IND(P) = \{\{(x,y)\in U^2 | \exists \ P, a(x) = a(y)\} \]

Where \( x,y \) is the indiscernibility of P, P is the relationship between the lower and upper approximation. From the calculated value the degree of the attribute estimation is used to identify the optimal features which are defined as follows,

\[ k = y_p(Q) = \frac{|POS_p(Q)|}{|U|} \]

Where \( POS_p \) is the positive boundary region \( |U| \) denotes the cardinality of set \( U \) features, which is used during the feature selection process. In this proposed paper both ACO and RST methods are used to reduce the big protein data set which reduces the dimensionality of the data and remove noisy and unwanted data that improves the further protein sequence analyze processing.

**Proposed Ant Colony with Rough Set Theory (ACRST) for Feature Selection**

In this paper huge volume of the protein data set is processed by several approaches, but the major challenges in the protein data set are high dimensionality of the data. This problem is overcome by Ant Colony with Rough Set Theory (ACRST) based feature selection method which reduces the dimensionality of the features as well as removes the unwanted data set. The collection of protein data set is initialized and the features (ant) are placed in the graph which is used to construct the optimized path. From the initialized feature position the transition probability of the data is calculated by applying the equation 1 which is performed until to reach the stopping condition. If the features have not satisfied the transition probability condition, then the heuristic value is calculated and the updates those values by using the equation 2. The selected features and the related pheromone values are gathered which applies to the Rough Set Theory approach to identifying and choosing the optimized feature. In the RST, the positive and negative region boundary value is evaluated and those values are used to calculate the degree of the features by using the equation 3 and 4. From the degree of the value, the decision rule is generated which means, whether the selected features are optimized or not based on the condition the optimized features are selected. Then the proposed algorithm steps are explained as follows,

<table>
<thead>
<tr>
<th>Proposed Feature Selection Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Initialize the population (feature data set)</td>
</tr>
<tr>
<td>Step 2: Calculate the transition probability of the features</td>
</tr>
<tr>
<td>Step 3: Repeat the step 2 until to reach the stop condition (probability=true)</td>
</tr>
<tr>
<td>Step 4: If not satisfy the condition then calculate the heuristic and pheromone values</td>
</tr>
<tr>
<td>Step 5: Pass the selected values to the RST and select the POS region value</td>
</tr>
<tr>
<td>Step 6: Estimate the value of the degree.</td>
</tr>
<tr>
<td>Step 7: Generate the decision rule to select the optimized features</td>
</tr>
<tr>
<td>Step 8: Continue this step to reach the stop condition</td>
</tr>
<tr>
<td>Step 9: Update all the values to repeat the above process.</td>
</tr>
</tbody>
</table>

This process forms the clusters with an optimized feature set that is used to further classification process. In this approach, ACO method reduces the dimensionality of the feature and RST removes the noise and missing data from the protein data set. The performance of the proposed system is explained in the following section.

**Experimental Result and Discussions**

The Protein Sequence and structure is plays an important role in several living organisms applications. During the protein sequence analyzing process huge volume of information is the major problem which is overcome by applying the Ant Colony with Rough Set Theory based feature selection approach. Then the proposed system demonstration is
performed on the following data sets such as VariBench, BioGrid and PDB data set which is explained as follows,

**Dataset**

**VariBench Data set**

VariBench Data set is one of the largest Biological data set which consists of four important protein details such as protein tolerance, protein stability, splice sites and the transcription for binding sites. In addition the varibench dataset provides the residue and residue mapping in the position of RNA,DNA sequence [27]. Thus the varibench data set has both testing and training benchmark data sets which provide following data sets, MMR missense variants, DBASS3&5, protein disorder, protein solubility and cancer variation dataset.

**BioGrid Data set**

Biological General Repository for Interaction Datasets (BioGRID) is one of the publicly available data set which consists of 830,000 genetic and protein interaction data from model organisms [28]. This data set is used on the binary protein-protein and genetic interaction which is used to analyze the different genetic actions in the living organisms.

**PDB Data set**

Protein Data Bank (PDB) has the information about the 3D protein shapes, nucleic acid, complex assemblies which are used to understand the importance of the proteins in terms of health and disease [29]. This data set is used in several applications in molecular biology, structural biology, computational biology and beyond.

**Discussions**

The performance of the proposed Ant Colony with Rough Set Theory (ACRST) feature selection approach is with the help of accuracy, sensitivity and specificity, mean square error and so on. The feature selection process improves the above protein sequence analyzing and function prediction process which is explained in the following results which was compared with the existing methods such as wrapper method [30], Greedy Forward Selection [31], Particle Swarm Optimization [32], Scatter Search[33] and Quick Reduct [34]. The following figure 1 shows that how the proposed feature selection approach selects the feature from the different data set.

The above figure 4 clearly explains that the proposed ACRST feature selection method selects the optimized and minimized feature set with three different data set than compared to the other selection methods. Then the feature selection methods Mean square error analyzes is shown in following figure 5 that helps to identify how the proposed system exactly selects the optimized features from the huge amount of feature set.

The above figure 5 explains that the proposed selection method has the minimum mean square error and the root mean square error value which means it correctly identify and select the optimized features from the set of population and the sensitivity, specificity [35] of the proposed system is evaluated as follows,

\[
\text{Sensitivity} = \frac{TP}{(TP+FN)}
\]

\[
\text{Specificity} = \frac{TN}{(TN+FP)}
\]

Where, TP = True Positive, TN = True Negative, FP = False Positive, FN = False Negative.

The following Figure 6 and 7 shows that the Sensitivity and Specificity value of the proposed system which is compared to the several classification methods such as wrapper method, Greedy Forward Selection, Particle Swarm Optimization, Scatter Search and Quick Reduct.

![Figure 4: Performance of Various Feature Selection Methods](image)

**Figure 5: Error Value of the Various Feature Selection Methods**

**Figure 6: Sensitivity Value of the Various Feature Selection Methods**
From the figure, it is easy to justify that the proposed system produces the best features which is described by using the sensitivity and specificity. So, that selection accuracy of the proposed system is shown in following Table 1.

Table 1: Selection Accuracy for Different Feature Selection Techniques

<table>
<thead>
<tr>
<th>S.No</th>
<th>Classification Techniques</th>
<th>Classification Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wrapper Method</td>
<td>71</td>
</tr>
<tr>
<td>2</td>
<td>Greedy Forward Selection</td>
<td>85</td>
</tr>
<tr>
<td>3</td>
<td>Particle Swarm Optimization</td>
<td>75.6</td>
</tr>
<tr>
<td>4</td>
<td>Scatter Search</td>
<td>87.3</td>
</tr>
<tr>
<td>5</td>
<td>Quick Reduct</td>
<td>93.21</td>
</tr>
<tr>
<td>6</td>
<td>Proposed ACRST</td>
<td>98.73</td>
</tr>
</tbody>
</table>

Thus the proposed ACRST selection method selects the optimized protein data from the various data set such as VariBench, BioGrid and PDB data set. Then the proposed system produces the optimized features which is justified by using the mean square error, sensitivity, specificity and accuracy measures.

Conclusion

Bioinformatics is one of the interesting area which is used to analyze the protein sequence, protein functions and so on. Thus the protein functionality has been identified by using the large volume of dataset, but the main problem is the high dimensionality of the data which lead to reduce the performance of further processing. Then the paper proposed that Ant Colony with Rough Set Theory (ACRST) based feature selection method in terms of using the transition probability, heuristic values, pheromone value and the degree of features. The feature selection method reduces the dimensionality of the dataset also minimize the error rate and the selected features are clustered. The clustered features are preprocessed for improving the rest of analyzing process. Thus the performance of proposed selection method is evaluated with the help of the experimental results.
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