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Abstract 
 

Neuroblastoma (NB) is the cancer of sympathetic nervous system. NB tumor 

classification relies on International Neuroblastoma Pathology Classification 

(INPC) system. In this work important role is played by mitiosis and 

karyorrhexis index (MKI). Its count helps in determining the histology as 

favorable or unfavorable. This work mainly relies on Support Vector Machine 

(SVM) classifier for grading of NB tumor. SVM is applied to the training 

dataset consisting of different attributes like stage, MYCN amplification, 

histology, ploidy, MKI, diagnostic category. Based on that, target grading 

performance is checked. This work when tested with 640 samples showed the 

best overall accuracy of 99.69%. Much efficient results are obtained which 

proves this approach effective. This method can be used by doctors for 

diagnosing the NB tumor earlier and in providing proper treatment to patients. 
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Introduction 
Neuroblastoma is a tumor of early childhood which begins in the nervous system or 

nerve cells called neuroblasts. It starts from the cells of sympathetic nervous system 

which is the part of autonomic nervous system. It can be sometimes inherited from 

parent to the child but in most cases it is not inherited. Around 650 patients are 

diagnosed with NB each year in United States [1]. Diagnosis of this cancer is carried 

out by pathologists according to International Neuroblastoma Pathology Classification 

System developed by Shimada et al. [2]. Its classification is carried out by visual 

testing of pathological images. According to this classification the tumor is 

categorized into different groups. This system classifies tumor as undifferentiated 
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(UD), poorly differentiated (PD) and differentiating (D), depending on stage, 

histology, MYCN amplification [3], ploidy, diagnostic category [4] and MKI of the 

patient as described in [2].Histology can be favorable or unfavorable depending on 

the age and MKI of the patients. Most important step in classifying the histology is 

determining the mitosis-karyorrhexis index (MKI). It is defined as the number of 

tumor cells. Mitiosis is the division of a cell into two cells and Karyorrhexis is 

division of nucleus of dying cell [5]. Based on this index tumor is classified as 

described in the following tables [6]: 

 

Table 1: Mitiotic figures and karyorrhectic cells/ 5000 neoplastic cells 

 

 Expressed as percent Expressed as cell count 

Low MKI <2% <100 / 5000 cells 

Intermediate MKI 2-4% 100-200 / 5000 cells 

High MKI >4% >200 / 5000 cells 

 

Table 2: Unfavorable histology 

 

Tumor Subtype MKI Patient Age 

Undifferentiated NB Any MKI Any 

Poorly differentiated NB High MKI Any 

Poorly differentiated NB Intermediate MKI >=1.5 yrs 

Poorly differentiated NB Low MKI >=1.5 yrs 

Differentiating NB High MKI Any 

Differentiating NB Intermediate MKI >=1.5 yrs 

Differentiating NB Not Applicable >=5 yrs 

 

Table 3: Favorable histology 

 

Tumor Subtype MKI Patient Age 

Poorly differentiated NB Intermediate MKI <1.5 yrs 

Poorly differentiated NB Low MKI <1.5 yrs 

Differentiating NB Intermediate MKI <1.5 yrs 

Differentiating NB Low MKI <5 yrs 

 

     Computer-aided grading is a rising field and is becoming popular. Many 

computerized systems are developed for different cancers. Previous work shows 

grading of neuroblastoma with different methods [7, 8]. In this work support vector 

machine (SVM) classifier is used for classification which is a popular method in 

machine learning. It is mainly used to deal with the supervised learning problems. It 

can be ensured by this method that computational complexity is not increased when 

non-linear problem is mapped to high dimensional space. It is used to train data with 

different possible kernel functions which map the training data into kernel space. 

Further sections include detail about SVM and the attributes used for classification. 
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Support Vector Machine 
Support vector machine is used for classification and regression as represented by 

Vapnik and his collaborations [9]. It analyses data and recognize patterns. It is defined 

as systems which uses set of all hypotheses for its processing. It uses high collection 

of features which are used to characterize our data. This method is learned by an 

algorithm which helps in training. Theory of machine learning is used for 

classification of data with the help of this. It maximizes the accuracy of the data. It is 

a classifier which is derived from learning theory. This learning system thus includes:  

 Set of hypotheses 

 Collection of many features to classify data 

 System is trained by an algorithm 

     When set of training examples are given, which may belong to different categories, 

then support vector machine helps in classifying new training examples into different 

groups. In this examples are represented as points. Set of examples are mapped in this 

space and then differentiated. New examples are then compared to that space and they 

are assumed to fall on particular side of the gap they belong to. Support vector 

machine thus finds a hyperplane. As a result, maximum points of similar type results 

in same side of the class. Thus hyperplane maximizes the differentiation of two 

classes. This can be represented below as described in [10].  

 

 
 

Figure 1: Support vector machine theory 

 

     Hence SVM is a useful alternative to neural network and helps in maximizing the 

area of difference. This helps in reducing of weight vector. Its application includes 

classification of patient based on the patterns of their brain activity. In the 

implementation process, we use similar segmentation process with reference [11].  

     This work is trained by SVM using all available kernel functions. Kernels are used 

in support vector machine to map the learning data into a high dimensional feature 

space as described in [12]. Different kernel functions used are linear, quadratic, RBF, 

polynomial and MLP. Linear kernel is default kernel which is a dot product. It is the 

simplest kernel function. MLP is a Multilayer Perceptron kernel function. Polynomial 

kernel functions contains all polynomial terms. It is used when data is normalized. 

     Polynomial kernel function [13]: 

     K(x i ·x j) = [(x i · x j) +1]  d

     RBF is a Gaussian radial basis function kernel and is used when we don’t know 

much about data. 
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     Radial basis function (RBF) [13]:  

     K(x, x )i = exp (-||x - x |i|²/ g ²) 

 

 

Data Collection 
The sample data are collected from National Cancer Institute’s (NCI) website [14]. 

NCI’s Office of Cancer Genomics (OCG) provided three programs out of which I 

have collected dataset from TARGET (Therapeutically Applicable Research to 

Generate Effective Treatments) data matrix. It is managed by NCI’s Office of Cancer 

Genomics and Cancer Therapy Evaluation Program. Dataset consists of 640 samples 

consisting of various attributes, out of which required attributes are trained and used 

for classification. Further section includes the description of the attributes used. 

 

 

Attributes Description 
Dataset consists of various attributes out of which the following attributes are used in 

this work: 

 

Stage 
According to International Neuroblastoma Staging System (INSS), the dataset 

consists of following stages specified as in [15]: 

     Stage 1: Cancer is present in one part of the body. It does not spread and can be 

removed by surgery. 

     Stage 2a: Tumor is present only in one part that is it is localized but it cannot be 

removed completely by surgery. 

     Stage 2b: In this stage also tumor is present in one body part only. It may or may 

not be removed by surgery. It spreads into nearby lymph nodes. 

     Stage 3: It is not possible in this stage to remove tumor completely by surgery. 

Tumor can be large in this stage. Tumor is in one side of the body. It spreads to local 

areas but not in far apart parts of the body. 

     Stage 4: It is advanced stage. Tumor in this stage spreads to far apart parts of body 

like lymph nodes, skin, bone marrow and the other organs. 

     Stage 4s: It is also called as special neuroblastoma in this stage. It is found in 

children below one year old. This tumor spreads to liver, bone marrow and skin. All 

the tumors may be completely removed by surgery in this stage. 

 

MYCN Amplification 

MYCN gene status is specified in dataset which is one of factor for classifying 

Neuroblastoma tumor. It is a protein which controls expressions of many target genes. 

In dataset this factor is specified by values as: Not Amplified and Amplified [16]. 
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Ploidy 

It specifies the number of sets of chromosomes in the nucleus of a cell. In dataset this 

factor includes the following values: Hyper diploid (DNA Index >1) and Hypo diploid 

or diploid (DNA Index <=1) [17]. 

 

Histology 

It has significant impact on prognosis and risk group assignment of neuroblastoma 

tumor. This dataset describes tumors by INPC as: Favorable and Unfavorable [2]. It is 

summarized in table 2 and 3. 

 

MKI 

MKI is the count of tumor cells present. Mitiosis is the process division of cell into 

two cells. Karyorrhexis is the division of the nucleus of a dying cell which is 

damageable in nature [5]. A higher value of MKI shows a higher chance for the tumor 

to be unfavorable. INPC involves evaluation of tumor by MKI (Mitiosis-karyorrhexis 

index) of the neuroblastic cells. It has the following values: Low, Intermediate, and 

High. 

 

Diagnostic Category 

According to INPC, neuroblastoma is categorized as follows: Neuroblastoma 

(Schwannianstroma-poor), Ganglioneuroblastoma, intermixed (Schwannianstroma-

rich), Ganglioneuroma (Schwannianstroma-dominant), maturing subtype or 

Ganglioneuroblastoma, well differentiated (Schwannianstroma-rich), 

Ganglioneuroblastoma, nodular (composite) [4]. 

 

 

Results and Discussions 
Result shows that for undifferentiated or poorly differentiated cases, for all features 

different kernel functions performance is same. MKI and diagnostic category factor 

shows maximum performance in this case which is 98.12% and 98.44% respectively 

which implies that these attributes are most responsible for this grade of 

neuroblastoma. MYCN amplification, stage and ploidy have not much contribution in 

this case. The approximate occurrence of stage, mycn and ploidy are 51.88%, 54.06% 

and 50.62% respectively for all kernel functions. Histology attribute has a maximum 

of 71.25% contribution in this classification using Multilayer Perceptron kernel. It is 

summarized in figure 2 below.  
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Figure 2: Classification rate of undifferentiated or Poorly Differentiating cases 

 

     For differentiating cases maximum result is obtained by linear kernel with 98.12% 

by the stage attribute. It implies that if stage is correctly classified then differentiating 

cases of neuroblastoma can be classified. Histology attribute is almost equally 

important for this case with 93.42% efficiency using polynomial kernel. MYCN 

amplification factor shows least role in this case. MKI shows maximum of 85.27% 

contribution in differentiated cases. Ploidy attribute has a maximum of 82.76% 

contribution using polynomial kernel. Observed results are summarized in figure 3. 

     For classifying unknown cases both MKI and diagnostic category attributes show 

maximum performance of 99.69%. As in first case, in this case also for each attribute 

every kernel function performs equally. Stage, MYCN and ploidy factors have less 

contribution in this case which are 53.92%, 54.55% and 52.04% respectively. Results 

are shown in figure 4 below. 
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Figure 3: Classification Rate of Differentiating Cases 

 

 
 

Figure 4: Classification Rate of Unknown Cases 
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Conclusions and Future Work 
This work is done for grading of a cancer based on different features. Cancer used in 

this work is neuroblastoma which is nerve cell cancer. It happens mainly in new born 

and children less than 3 years of age. Classification is done by Support Vector 

Machine (SVM) classifier and grading based on International Neuroblastoma 

Pathology Classification (INPC). The result obtained shows the performance of each 

attribute taking part in classification. It grades the tumor as poorly differentiated, 

undifferentiated and differentiating based on the level of mitiosis-karyorrhexis index 

(MKI), diagnostic category, stage, histology, and ploidy and MYCN status. Each 

attribute is checked for different kernel functions present in SVM that are linear, 

quadratic, RBF, polynomial and MLP. From the results it can be concluded that MKI 

and diagnostic category are important features for undifferentiated or poorly 

differentiating cases. And stage and histology shows high efficiency while classifying 

differentiating cases. 

     In this work each attribute is trained and tested individually by SVM classifier. 

Future work may include multiple attributes taken together and tested for different 

grades. Efficiency may be evaluated by taking two or three or all features together. 

Limitation of this work is that the dataset collected may contain error values.  
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