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ABSTRACT 

 

With the rapid growth in the image count and advancement in digital 

imagery, there is an increasing need for effective indexing and sharing of 

images based on the user needs. Inductive algorithm for image annotation 

(IAIA) integrated the features of label correlation and visual similarity 

mining. Though, IAIA minimized the prediction error but the quality of 

image search was not improved for different combination of keywords. To 

improve the quality of search for different combination of keywords in the 

image annotation framework, Relational Semantic Indexing (RSI) technique 

is proposed in this paper. The segmentation process is carried out initially 

using gray intensity co-occurrence matrix in image annotation framework 

using the threshold mean method. With the segmented images in image 

annotation framework, the matrix structure based feature extraction uses the 

minimum distance classification to reduce the time taken for classification. 

The classified image on the annotation framework uses the RSI technique to 

reduce the classification time for different combination of images. Next, a 

relational database is created to index different combination of semantic 

keywords and to improve the quality of search. The entity relationship for 

RSI technique is also developed to easily identify the relationships with 

different combination of semantic keywords and the application of linear 

quad tree in RSI technique reduces the search time considerably. Image 

Annotation framework based on the RSI technique performs the experiment 

on the factors such as search time, quality of search rate and precision rate. 

 

Keywords: Image Annotation Framework, Segmentation, Classification, 

mailto:smsutha@yahoo.co.in


18946  S. Sutha and Dr. C. Kavitha 

Keywords, Feature extraction, Relational Semantic Indexing, Threshold 

mean. 

 

01.  INTRODUCTION 
With the availability of increasing number of images from different multimedia 

devices, effective mechanisms for classifying, penetrating and skimming these images 

are of high significant by common users. Usually, such images should undergo with 

indexing with the help of semantic descriptions so that the conventional methods of 

retrieval of images might be applied for searching of image in a precise manner. 

However, as it is highly impossible to annotate those images manually, automatic 

image retrieval in image annotation framework might be a promising solution. 

In the preceding years, certain amount of research works has been 

concentrated on image annotation. Early work IAIA in [2], combined both the 

features of label correlation and visual similarity mining. With the advantage of 

integration, though IAIA reduced the error during prediction but the quality of image 

search was not improved for different combination of keywords. 

 

 

2.0  RELATED WORK: 

Recent years have substantiated the growth of social media and the prosperity of huge 

number of photo-sharing websites, including Flickr and Picasa and so on. These 

websites, Flickr, Picasa helps the users by rating and providing tag to the shared 

images. A semi automatic framework for image annotation using Locality Sensitive 

Hashing (LSH) [2] improved the searching combination of keywords. With the 

application of LSH, though search effectiveness was improved, search time increased 

with different combination of image annotation. 

In [15], contents of the image and its corresponding textual information in the 

social media were approximated using semantic representations for two modalities. 

The framework was designed in such a way that each image was augment with 

relevant semantic features by applying graphs between various images. Though the 

rate of image retrieval was higher, more concentration was not made to the emerging 

social media. 

Recent researchers have shown that the designing of manual tags are often 

insignificant and not reliable. Moreover, as many users select the most general and 

ambiguous tags for minimizing their involvement while selected more appropriate 

words, tags are considered to be noisy. To provide solution to this problem, tag 

completion in [12] filled the missing tags in an automatic manner and also corrected 

noisy tags for the images provided as input resulting in significant improvement but 

tag completion based on compressed sensing and matrix completion remain 

unaddressed. 

Most methods involved in image annotation only used single photo at a time 

and the photos were then labeled in an individual manner. In [13], focus was made on 

collection of photos and used the contextual information naturally by improving both 

the precision and recall value. But little measures were taken to minimize the higher 

level of confusion between certain events. In [16], a novel image retrieval mechanism 
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was presented for medical images where the images from the retrieval database were 

efficiently annotated with the help of the pre-defined labels that resulted in the 

improved of retrieval factor. The higher retrieval factor was only possible with pre-

defined labels but dynamism was not achieved. 

The biggest challenges in multi-view imaging include a proper definition with 

clear representations that provides the user with the intrinsic geometry for the visual 

information. These geometric images can be approximated using sparse image 

representation with a precise selection of a good dictionary. A method was presented 

in [3] with sparse representation of stereo images for studying joint representation of 

stereo images. Though multi view feature matching was improved it can be applied 

only on omnidirectional images. 

A novel method was presented for graph indexing [17] for better image 

retrieval using hypergraph which improved the scalability of images being retrieved. 

A structural learning algorithm was instantiated in [18] for implementing large-scale 

image classification and annotation using structural learning algorithm. But the 

results, accuracy obtained for large scale classification was not precise. 

With the increasing use of Internet, the rate at which the archival multimedia 

data is also increasing with the broad application of digital video hardware. In [4], a 

corner based approach was presented which detected text and caption from videos in 

an efficient manner using the decision tree for learning the classification criteria. 

Though robustness was provided, focus was not made on word segmentation and text 

recognition. 

In [5], a hybrid method was presented to robustly identify and localize the 

texts present in natural scenery images. Moreover, with the application of conditional 

random field (CRF), the non-text elements were filtered out in an efficient manner by 

considering both unary and binary component properties. But the time taken to filter 

with larger amount of images increased correspondingly. 

The rest of this paper is organized as follows. In Section 2, we introduce 

image annotation framework based on relational semantic index for automatic image 

retrieval. The linear quad tree construction is presented for image annotation 

framework. Section 3 provides an experimental evaluation with the detailed 

discussion involved in Section 4. Section 5 briefly reviews some of the related work 

in image annotation by different researchers. Finally Section 6 concludes with the 

concluding remarks. 

 

 

3.0  DESCRIPTION OF PROPOSED ALGORITHM: 

3.1  Relational Semantic Indexing 

In this section, we first briefly explain about the design consideration of image 

annotation framework based on relational semantic indexing. The main goal of 

Relational Semantic Indexing technique in the image annotation framework is to 

reduce the search time for different combinations of semantic keyword. The RSI 

technique also works to improve the quality of search by developing an entity 

relationship model. To develop the relationship between different semantic keywords, 

RSI technique is developed on image annotation framework. 
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In this paper, an image annotation framework for automatic image retrieval is 

developed for training a large number of images using multiple word phrases jointly. 

The following highlights some of the main aspects of our proposed work 

1. Our minimum distance classification that includes different class centers 

effectively classifies the grey-level vector points with minimal runtime. It is 

worth noting that the grey-level vector points retrieve all combination of 

objects by reducing the search time. 

2. Our linear quad tree construction can significantly reduce the search time by 

partitioning the two dimensional space into four quadrants. 

3. The application of relational semantic indexing dramatically encapsulates the 

function for varying combination of keywords. 

 

3.1 Threshold Mean Segmentation Method 

Initially, the threshold mean segmentation method is used for segmenting different 

size images. The threshold means method is implemented on the proposed image 

annotation framework for effective discrimination of foreground from the background 

images. A threshold value with „T‟ is selected and followed by this the gray level 

image is converted into binary image. The converted binary image contains all the 

essential information about the location and outline of the objects for segmenting the 

images with minimal time. 

 

 
Fig- 1 Segmentation using Threshold Mean 

 

 

Fig 1 clearly segments different parts of the aircraft grey images into the 

binary images. With the threshold mean value, the objects position and shape is also 

identified. The threshold mean segmentation method identifies the intensity 

characteristics of the size of the objects and number of objects present in the grey 

image. The threshold mean value of the pixels is used for segmenting the objects for 

RSI based image annotation framework. 

 

3.2 Feature Extraction process 

With the image segmented using threshold mean segmentation method, features are 

extracted that forms the representative of various classes of objects for RSI based 

image annotation framework. Gray Intensity Co-occurrence matrix is used for 

extracting the spatial relationship of annotated image pixels. The spatial relationship 

in the image annotation framework contains the (x, y) elements and these elements is 
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used for evaluating the co-occurrence matrix. Gray Intensity Co-occurrence matrix 

identifies the pixel with value „x‟ that occurred in specific spatial relationship to a 

pixel with value „y‟. 

 

(1) 

 

With annotated image I taken for consideration, „i‟ and „j‟ are the image 

intensity values of the annotation image with „g‟ and „h‟ represent the spatial 

positions of the annotated image I. Δx, Δy in Gray Intensity Co-occurrence matrix 

depends on the path and the space of the object in the spatial relationship. The 

extracted features are provided as the input to the classification process in the image 

annotation framework. The classification process is briefly explained in the 

subsequent section. 

 

3.3 Minimum Distance Classification 

With the features being extracted, the RSI technique uses the minimum distance 

classification that contains different types of class centers such as, . In 

general to classify the objects from the grey-level vector „v‟ points, the minimum 

distance  , is described as, 

 

 

(2) 

 
RSI Process: 
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Fig 2 Flow diagram of RSI based Image Annotation 
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As illustrated in Fig 2, with the application of RSI based image annotation 

framework, the search quality can be improved for different combination of semantic 

keywords. The keyword retrieves all combination of objects from the classified class 

and reduces the search time using the relational semantic indexing. The classified data 

objects initially perform the segmentation and feature extraction process. Followed by 

this, the classified object class is now indexed into the relational table for easy 

retrieval of quality information according to the requests placed by the users‟. An 

elaborate discussion of relational semantic indexing is provided in the forthcoming 

subsection. 

 

3.4 Relational Semantic Indexing 

The application of Relational Semantic Indexing enables to register secondary class 

method at the database server for building an index structure. The semantic keyword 

relational indexing encapsulates the function for retrieving different combination of 

keywords. The relational semantic functions are listed in the table given below, 

 

Table 1 A model of relational semantic functions 

 

Function Task 

Rel_Index_Create ( ) Create relational semantic index structure 

Rel_Index_Open ( ) Open index structure for operations 

Rel_Index_Fetch ( ) Fetch relational information based on user keywords 
Rel_Index_Close ( ) The relational index closes the function after image retrieval 

 

 

A semantic keyword relational indexing method encapsulates the functions for 

creating, opening, fetching and closing. The row based processing is carried out in the 

relational indexing method to add different class of objects into the indexing table. 

Moreover, the indexing table is effectual in fetching different combination of user 

keywords in RSI technique using the different functions as provided in table 1. RSI 

technique map the index structure to fetch the different combination of keywords 

using built in relational (i.e.,) pixel values. The relational values are designed in such 

a way that it operates on top of the relational query language. 

 

3.4.1 Entity Relationship model 

The entity relationship model in RSI technique takes the functions provided in table1 

to plot the relationship diagram. 
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Fig 3 Entity Relationship model in RSI technique 

 

 

Each image annotation framework uses the entity relational model followed in 

Fig 3 to fetch the semantic key word based images to the users using the RSI 

technique. The most frequently used function in the relational indexing in the 

Rel_Index_Fetch. With the use of the functional, Rel_Index_Fetch, the indexing 

significantly simplifies the image fetching process in the RSI based image annotation 

framework for different combination of semantic keywords. In addition, the relational 

semantic indexing uses the linear quad tree for partitioning the two dimensional space 

into four quadrant in order to reduce the search time. The algorithmic steps involved 

in the design of linear quad tree is described below 

 

 

 

Index table Creation Rel_Index_Creat

e id: Image number 

Pixel Value: (count) 

Shape: Object Shape 

Position: (x,y) 
Annotation 

Operation Started 

Rel_Index_Open 

id: Open Image number 

1,2,3…n 

 

Performs Combination of 

Keyword processing 

Rel_Index_Fetch 

id: Image number 1,2,3…n 

Shape: Particular Keyword 

Object Shape 1,2…n 

 

Annotation 

Operation Closed 

 

Rel_Index_Close 

id: Close Image number 

1,2,3…n 
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3.4.1.1// Linear Quad tree Construction 

Begin 

Step 1: Resolution of image size is initialized 

Step 2:  denote linear code of pixels 

Step 3: x0, y0,   -1,   -1 

Step 4: Partition the coordinated into four partitions in square form 

Step 5: If (x, y) = indexed table value 

Step 6: Fetch the objects from relational semantic indexing table 

Step 7: End If 

Step 8: Repeat step 5 to 7 on all partitioned coordinates 

Step 9: Semantic keyword related objects fetched from the stored database images 

End 

 

Let us consider a linear quad tree image with of n*n sized pixels for 

performing relational semantic indexing. The linear code pixels are initially evaluated 

for easier search result with minimal time consumption. Linear quad tree in RSI 

technique perform the image annotation process for different resolution images from 

the database. 

 

3.4.2 Semantic Keyword Addition in RSI 

The semantic keyword addition on image annotation framework takes „n‟ 

combination of keywords to the fetch the user result. The probability of event on the 

keywords 1,2,…. are selected as, 

 

 

(3) 

 

The above equation proceeds with the assumption that all keywords „K‟ are assigned 

autonomously and RSI technique fetches the user result with higher precision rate. 

Relational indexing handles different combination of keywords with (x, y) pixel 

points for effectual quality of search. The combinatorial interpretation in RSI 

technique chooses „n‟ semantic keywords and result with potentially high search 

result on larger database. 

 

 

4.0 EXPERIMENTAL EVALUATION 

Image Annotation Framework based on the Relational Semantic Indexing (RSI) 

technique performs the experimental work using MATLAB coding. RSI indexing is 

experimented using the ImageNet database according to the WordNet hierarchy.RSI 

is compared against the Inductive Algorithm for Image Annotation (IAIA) and Semi 

automatic framework with Locality Sensitive Hashing (LSH). 

Each meaningful concept in WordNet, possibly described by multiple words 

phrases named as synset. There are more than 100,000 synsets in WordNet in which 
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the ImageNet provide on average 1000 images to illustrate each synset. Images of 

each concept are quality-controlled and human annotated for experimental work. In its 

completion, ImageNet offer tens of millions of cleanly sorted images for experiment 

the factors such as search time, recall ratio, precision rate, classification rate on image 

annotation and quality of search rate. 

The Search time using RSI is the time taken to retrieve the image on image 

annotation framework with respect to clock cycles per image as given below in (4) 

 

 
(4) 

 

The search time (  is measured as the product of clock cycle time ( ) 

with the number of images given for retrieval (  and the average clock 

cycles per image ( It is expressed in terms of milliseconds. 

Let us consider an ImageNet database with 1000 images. The Recall ratio (as 

shown in eqn (5)) based on Relational Semantic Indexing (RSI) measures the number 

of relevant images retrieved to the total number of relevant images in the ImageNet 

database. It is expressed in terms of percentage (%). 

The precision rate based on Relational Semantic Indexing (RSI) is the ratio of 

retrieved images that are relevant (as shown in eqn (6)). Let RIR represents the 

relevant images retrieved, RINR denotes the relevant images not retrieved and IRR 

denotes the irrelevant records retrieved with 800 images retrieved, the recall ratio and 

precision rate is given as below in (5) and (6) 

 

  

(5) 

 

 

(6) 

 

The classification rate on image annotation is the classification of various 

annotated images using minimum distance classification as given in (2). The quality 

of search rate is the rate at which the quality search is provided using RSI on image 

annotation framework. It is expressed in terms of percentage (%). 

 

 

5.0 RESULT ANALYSIS OF RSI 

The Image Annotation framework based on the Relational Semantic Index (RSI) 

technique is compared against the existing inductive algorithm for image annotation 

(IAIA) [1] and Locality Sensitive Hashing (LSH) [2]. The simulation results using 

MATLAB are compared and analyzed through table and graph form given below. 

 

 



18954  S. Sutha and Dr. C. Kavitha 

Table 2 Tabulation for search time 

 

No. of test images  

(MB) 

Search Time (ms) 

RSI IAIA LSH 

100 23 28 31 

200 26 32 35 

300 32 34 38 

400 28 33 34 

500 34 38 41 

600 37 40 43 

700 40 45 48 

800 39 42 42 

 

Table 2 provides a few statistics on search time with respect to 800 test images 

for experimental purpose. Consequently, the results obtained using proposed RSI is 

compared with the existing IAIA [1] and LSH [2]. 

 

 
 

Fig 4 No. of test images versus search time 

 

 

Fig 4 shows a graph representing the search time using our proposed method 

RSI technique and comparison is made with two other methods, IAIA [1] and LSH 

[2]. The graph shows the search time with respect to 800 test images taken for 

experimental purpose. It is observed that the search time using RSI is better as an 

entity relationship is developed to identify the relationships with different 

combination of semantic keywords by minimizing the search time. It is also observed 

that the performance of search time are affected using the existing IAIA [1] and LSH 

[2]. This is because the Locality Sensitive Hashing (LSH) though improves the 

searching combination of keywords but the time of search is increased for different 

combination of image annotation. This improves the search time using RSI by 6 – 23 

% when compared to IAIA. In addition, using RSI, the keyword retrieves all 

combination of objects from classified class and reduces the search time using the 

relational semantic indexing by 16 – 34 % when compared to LSH [2]. 
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Table 3 Tabulation for recall 

 

No. of test images (MB) Recall (%) 

RSI IAIA LSH 

100 76 71 67 

200 72 70 66 

300 70 68 65 

400 74 69 67 

500 65 62 60 

600 60 57 55 

700 58 56 50 

800 55 54 48 

 

 

Table 3 shows that while both the existing image annotation methods are 

stable with different test images, our approach, RSI is able to obtain significantly 

more accurate results in terms of recall value. 

 

 
 

Fig 5 No. of test images versus recall 

 

 

Fig 5 represents the recall ratio using RSI by varying the number of test 

images from 100 to 800 for experimental purpose. The simulation shows that the 

recall rate is higher using the proposed RSI than when compared to the existing 

inductive algorithm for image annotation (IAIA) [1] and Locality Sensitive Hashing 

(LSH) [2]. This is because of the application of relational database for indexing 

different combination of semantic keywords which in turn increases the recall ratio in 

an optimal manner based on the number of test images by 2 – 8 % when compared to 

IAIA [1]. In a similar manner, with the application of linear quad tree, the two 

dimensional space is efficiently partitioned into four quadrant form that increases the 

recall ratio by 7 – 13 % when compared to LSH. 
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Table 4 Tabulation for precision 

 

No. of test images (MB) Precision (%) 

RSI IAIA LSH 

100 81 73 67 

200 77 72 66 

300 75 70 65 

400 79 71 67 

500 70 64 60 

600 65 59 55 

700 63 58 50 

800 60 56 48 

 

 
 

Fig 6 No. of test images versus precision 

 

 

Table 3 and Fig 6 shows the precision rate for automatic image retrieval using 

the proposed RSI and comparison is made with two other existing methods namely, 

inductive algorithm for image annotation (IAIA) [1] and Locality Sensitive Hashing 

(LSH) [2]. From the Fig 6 it is evident that the precision rate for image retrieval is 

increased using the RSI though with the increase in the number of test images the 

precision rate decreases. But comparatively, the precision rate is higher using the RSI 

technique. This is because with the application of semantic keyword addition on 

image annotation framework, it takes „n‟ combination of keywords to fetch the user 

result and therefore increases the precision rate by 7 – 10% when compared to IAIA. 

In addition, with the assumption that all K keywords are assigned autonomously, RSI 

technique fetches the user result with higher precision rate by 14 – 20 % when 

compared to LSH [2]. 
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Table 5 Tabulation for classification rate on image annotation 

 

Class Centers (n) Classification rate on image annotation (%) 

RSI IAIA LSH 

2 45 38 38 

4 52 42 39 

6 55 49 44 

8 58 54 48 

10 63 59 53 

12 67 62 57 

14 72 64 61 

16 76 68 63 

 

 
 

Fig 7 No. of class centers versus classification rate on image annotation 

 

 

To evaluate the classification rate on image annotation, several experiments 

were conducted using Matlab as shown in table 5 and Fig 7. The number of class 

centers (i.e., n) taken into consideration was 2 to 16 class centers based on different 

interval of time. The results show that the classification rate on image annotation is 

significantly improved using RSI technique. The Fig 7 shows that with the increase in 

the number of class centers, the classification rate on image annotation is also 

increased. This is due to the fact that with the application of minimum distance based 

classification, the classification of various annotated objects are performed in an 

efficient manner  by 6 – 16 % when compared to IAIA [1] and  14 – 25 % when 

compared to LSH [2]. 

 

6.0 CONCLUSION 

This work advances automatic image retrieval using relational semantic indexing 

technique on image annotation framework. First, it plays a significant role in the 

quality of search for different combination of keywords and hence reduces the 

classification time for different combination of images. This is achieved by building 

an entity relationship model in image annotation framework by constructing linear 

quad tree. With the application of minimum distance classification, the tasks of 
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classifying various annotated objects get reduced with time using RSI technique. 

Second, with the introduction of relational semantic indexing, is effectual in fetching 

the user combination of keywords in RSI technique using the functions. Moreover, 

using the entity relationship model, search time is reduced with the application of 

partition of two dimensional spaces into four quadrant form. Experimental results 

demonstrate that the proposed RSI technique outperforms two existing works by 

improving the classification rate by 25 % and increases the precision rate by 20 %. 
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