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Abstract

Software enabled energy proficiency need redevelop to keep up the vitality
effective points of interest of different centers or adding centers it prompts
fittings advancement by including centers included significant adaptability
and enhancing the execution Most discriminating and real in becoming
innovation for High Performance of interest of force & vitality and a critical
issue in fueling innovations. Vitality enhancement is an empowering force
Management. Decreasing the Energy Consumption of framework not
digressing the general execution of the framework. The compiler improvement
will help to decrease power diminishment at programming level. Power
administration programming level need and better streamlined strategy
requirement for measuring the challenges heterogeneous processing
frameworks at general we get beneficial of examine streamlining criteria to
minimization of general vitality utilization.

Most basic and significant in becoming innovation for High Performance
of interest of force & vitality and a dire issue in controlling advances. Vitality
advancement is an empowering force Management. The Consumption of
Energy Should be ascertainable not just to Gate Level or Register Transfer
(RT) Level additionally to the System Level. Lessening the Energy
Consumption of framework not digressing the general execution of the
framework. The compiler streamlining will help to diminish power
diminishment at programming level. Power administration programming level
technique is the code enhancement by measuring the challenges at where can
get beneficial of research improvement criteria to minimization of general
vitality utilization. The Energy utilization and run time registered for different
compiler methods on Xscale Architecture utilizing XEEMU instrument. The
advanced code chose and code is tuned progressively by shifting voltage-
recurrence. The improved codes are tuned rapidly.
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Introduction

In recent years more development of technology in computer system consisting of
multiprocessing capabilities and heterogeneous processors but more powerful
processor and different combination processors energy is valuable because all aspects
of our system are related to energy consumption. Energy has become an important
aspect of life as the factors that generate power are on the edge of extinction. So it has
become very important for us to conserve energy for future in any form like
computing systems, Which can be either by battery driven or driven by ac power
supply by using effective heterogeneous system the consumption of energy can be
reduced. This can be applicable in compiling programmes on system and by using
compatible machine codes. Power aware compilation is technique by which we make
every developer or user to know the amount of energy used by their codes, if it is
reasonable our system reduces the consumption of energy.

In present day world each joule of vitality is profitable on the grounds that all parts
of our framework are identified with vitality utilization. Vitality has turned into a
critical part of life as the variables that produce force are on the edge of eradication.
So it has ended up imperative for us to monitor vitality for future in any structure like
figuring frameworks, which can be either by battery determined or determined by air
conditioning power supply. By utilizing powerful working framework the utilization
of vitality can be diminished. This can be pertinent in ordering projects on framework
and by utilizing perfect machine codes. Power mindful assemblage is procedure by
which we make each engineer or client to know the measure of vitality utilized by
their codes. In the event that it is sensible our framework decreases the utilization of
vitality.

As indicated in figurel the investigation strategy incorporates three principle steps
the triangle venture of this procedure comprises in looking the working point that
fulfils the most extreme number of framework prerequisites of the energy aware
computing can be classified .

Performance is always plays major role in Computer Science Every Joule is
precious in today’s world every aspect of system is bound by energy consumption.
Energy is an essential asset because the factors that generate it are mainly depleting
resources. Hence it becomes an implicit requirement to conserve energy, be it in any
form i.e. Computing systems, which may be either battery driven or driven by AC
power supply. Power Consumption can be reduced by having efficient operating
systems that consume lesser power. The same can be applied while compiling
programs on systems where we can produce energy efficient machine codes. The
propose a technique called power aware compilation .Using this technique, each and
every developer or user could know the amount of energy consumed by their code
further, if feasible our system optimizes the energy consumption.

The increasing importance of Energy consumption and power reduction are the
major problems for computer systems. From computer to smart phones, in order to
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run these devices all we need is power. LPD is important will be system design
consideration because system with cost based and power is concerns.

We are trying to reduce the consumption of power on  Chip-Level [3] ,Gate-
Level[4] ,Operating System Level[5].
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Figure 1: Classification of model

Processors and Compiler Level [6], but we are reducing the power at compiler
level. When it comes to computer scientists a steady progress has been achieved
basically in the form of Dynamic power management (DPM) and Dynamic voltage
scaling (DVS) [7].

As per the survey of compiler, optimization is one of the most feasible ways for
the developer to minimize the power consumption and improves the performance in
multicores and different frequencies and voltages by selecting optimal using the
Dynamic voltage and frequency scaling is the best optimization process to reduce the
power consumption[21].

Related Work
The most effective power reduction technique is Dynamic voltage scaling. This result
reducing the power supply voltage that can notably reduce power dissipation. It could
be appropriate for eliminating idle times at low workload hours.

So power is not wasted by an idle processor. CPU consumes much power in
convex fashion with frequency that can be reduced by using dynamic voltage scaling
which makes CPU lower dynamic energy consumption.
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Power-reduction can be done in two ways static and dynamic. Static techniques are
applied at the time of design, such as compilation. Dynamic techniques are applied at
the time of run time based on the workloads. Dynamic power management (DPM).
When high performance is required, DPM allows hardware to consume more power;
otherwise, the hardware enters a lower-power state. DPM techniques include dynamic
voltage/frequency scaling (DVS/DFS) and clock gating. DVS/DFS finds the program
section where voltage and frequency can be tuned on CPU with minimum loss in
performance. To maintain the both energy and performance is vital role in DVS was
introduced, this will help to apply different voltages for different executions of
frequencies. (DVS) will allows the devices with change in voltage, increasing energy
levels and efficiency of their operation in progress. DVS is used to reduce power by
varying the voltages according to the load on the processor. Basically processors
obtaining a power in two ways. One is through a compiler, second is an Assembly
code manipulation or by another non-compiler method. Dynamic voltage scaling is a
non-compiler method. On-compiler method checks the load on the processors and
dynamically increases or decreases the processor frequency. DVS is one of the
feasible and effective solutions to power reduction techniques. As a result lowering
the supply voltage can reduce significantly lowering the power dissipation. It is
suitable for eliminating idle times during low workload periods it leads no power
wasted by an idle processor usually. Since the System processor power consumption
increases in convex fashion, but DVS will helps to considerably reduce the system
energy consumption. (DVS) is a mechanism dynamically adjust CPU voltage and
frequency. DVS in embedded devices variation in processor utilization, lowering the
frequency when the processor in less load, and running at maximum frequency when
the processor is very largely loaded. DVFS will reduce energy systems. Because the
frequencies are proportional to voltages.

A major challenges in DVS are utilizing the application are need to reduce the
power .Voltage scaling is a common technique to reduce power by simply adjusting
the supply voltage either at design time or at run time to maximize energy efficiency.
The developer can implement different optimization techniques and can choose the
one which gives the best result in terms of energy (Joule) and run-time (Sec). The
code can be tuned dynamically by varying frequency and voltage across the blocks or
the regions in the code. In such a way that minimization in the energy consumption
can also be obtained dynamically

Analysis
The less power consume by the CMOS Technology. A Power Consumption of CMOS
Formula:

p=cV’f (1)
Where p= power in watts, ¢ = switch capacitance, v = supply voltage, and f is the

clock frequency in hertz [15] this Suggests that there are essentially three ways to
reduce power:
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DVFS technique proposed to achieve low power consumption for the CPU.
Describe the relationship between CPU clock frequency, power and energy using the
equations provided in the Intel optimization documentation. We let V44 represent the
supply voltage and f.

Power o fV %4 (2)
Delay =1/fal/Vgq
Energy a V dd ©)

Traditional (DVS) will not fit address scaling on system power consumption as the
leakage power increases.

The various power analysis tools are JouleTrack [16], WATTCH [17],
SimpleScalar [18], XTREM [19], U [20], Simics, Cache Access and Cycle Time
Information: CACTI, Simple Power, General Execution-driven Multiprocessor
Simulator (GEMS), and WARTS - Wisconsin Architectural Research Tool Set. Joule
Track is MIT research lab product and a very efficient web based tool for software
profiling. WATTCH is CPU power estimation tool. It analyses and optimizes power
dissipation at micro architectural level, where as Simple Scalar is the complete tool
set. XTREM and XEEMU is Xscale architecture specific tool. SIMICS is full system
simulator. CACTI is the tool for measuring performance based on cache sizes and
organization. GEMS simulator based on SIMICS. WARTS performs profiling and
tracing of the programs. Among all XTREM and XEEMU is Intel(c) Xscale(c)
architecture specific tool. XEEMU developed to simulate the runtime and power
consumption of the Intel(c) Xscale(c) core. With the experimental results it showed
XEEMU is faster and efficient than XTREM.

Ideal vitality utilization of k number, undertaking can be characterized as
discovering the best mix of accessible voltages and frequencies to perform a
predefined task with k clock ticks inside a predefined time T.

N N
E®) = Zt;:k:' Py(foov) + Pp(T® — th@ )
i=1 i=1 4)
s.t

N
4] 3
Z ) t;: / f_l:_ = K[‘[{,
i=1
Yt (k) <13
(k) . s
t," =0 ;fori=12,...N
Minimize E= typ4(f 1) + top: (. v2) + taps (fa.1) (5)
s.t

lufi+tfo+tafa=K

2.ty +ty,+t;=T

3.t;=20; fori=123

t,=T—t;—t, (5)



8946 K. Suresh

i+l -t —tlh+tf =K
th+Th -Ah -t +6:5=K
[f—Rls=K-tfi—-Th+t i =K—-t:fi+ (61— T)f;
_ (K-TH)—t.(fi— f2)
fi-F (6)
ff=T—-t;—t3

EK-TH) -t(i-f)

Ty

=Tt
fi—f
_ T(i—f) -t —f)—(K-TH)+t:(i— f)
L-F

Optimize the solution

tL=ThH-ThH —tifi+tiL —K+TH+t1fi —t1f5)
£, = (tfs —K) +t1(fi—f2)
fai-fz
t, =0
t,= 0

ty= 0
t,= 0
(T —K)+t,(fi—f) =0
(T —K) = —t;(fi—f2)
(Tf —K) =z t:(fa—f1)
TR —K
fi—h
K—Tf
fi—f
ty= 0
(K-Tf) -t (fi—f) =0
(K -Tf) zt,(fi—1f2)
K—-Tf
A2
K—-Tf
h—F

£, =0




High Performance Computing on Heterogeneous/ Multiprocessors System et.al. 8947

Result
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Based on proposed optimal energy consumption computing for kth task of
different voltage frequencies DVFS based the closest energy optimized calculated
from equation 1 to 7.

Method

Energy

The energy represented as E and measured in the Joules,the consumption energy in T
seconds and power measured in Watts (W). The goal of the proposed scheduling will
reduce the clock speed that work on the processor and reduce voltage to the minimum
needed of system frequency.

There are various optimization techniques we have already mentioned. Among all
optimization techniques compiler loop optimization techniques plays a major role.
Here compiler loop transformation techniques are taken into consideration. Among
loop transformations Loop Inlining, Loop Jamming, Loop Reversal, Loop
Termination, Loop Unrolling and Loop Inversion are implemented. Whereas among
function preserving transformation Recursion removal and register variable
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techniques are implemented. These techniques are implemented for minimizing the
run time and consumption of energy [23].

1. Read X, n, sum, i

2. sum<-0

3. If-conditional i<=n
Begin
sum=sum-+nextTerm(x,i)
End

4. Return sum

Figure 1: Minimizing the run time and consumption of energy

1.Read x, n, sum , fact, mult, i, j

2. sumfl0
3For i=1to ninstep of 1
Begin

For j=1to i instep of 1
Begin
fact = fact*j
mult = mult*x
End
4.sum = sum+ mult/fact
End
5.Return sum

Figure 2: For-loop structure with loop Inlining transformation

Already self-tuned in terms of optimization level so compiler methods are
highlighted more over in comparison with the optimization level. The optimization
techniques are implemented on simple programs like factorial and matrix
multiplications. In loop Inlining the execution of the calling sequence gets eliminated.

1.Read x, n, I, m, i
2. 1€1
3m<l
4.For i=1to ninstep of 1
Begin
m = m¥*i
I =I*x
End
5.Return I/m

Figure 3: For-loop structure with loop jamming transformation
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1. Read X, n, i, sum

2. sum fl0

3. Fori=nto 1 instep of 1
Begin

4. sum = sum+ nextTerm(x,i)
End

5. Return sum

Figure 4: For-loop structure with loop reversal transformation

The average performance percentage improvement in terms of energy is 25.03 %
and runtime is 24.78 %. After applying Loop Jamming transformation the reduction in
energy consumption is obtained. The energy before and after optimization taken and
bar graph is plotted against X-axis Fig 17. The X-axis holds iterations these iterations
are from 500 to 500x10 similarly bar graph is plotted for runtime also Fig 6. The
maximum energy difference is around 0.027 Joule at 5000 thousand iterations and
runtime is around 0.90 Sec.

As indicated in figure 5 the investigation strategy incorporates three principle steps
the first venture of this procedure comprises in looking the working point that fulfils
the most extreme number of framework prerequisites. When the working point is
checked and approved, the outline model can be looked into and upgraded.
Anticipated and settled past the past two levels. We note there are three classes of
obligations to be fulfilled relying upon the investigation level. The five star
incorporates asset utilization requirements in term of accessible execution assets and
their vitality utilization. The second stipulations class concerns the force plan,
parallelism and schedulability prerequisites.

The framework plan investigation system tells about the diverse vitality levels and
distinctive planning errands, the fitting recurrence levels of the processor regarding
battery force of gadget and mapping programming errand ideally getting attainable
arrangement
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Table 2: Average Percentage Performance of Energy and Runtime (Values taken

from 500 to 500x10 Iterations)

Optimization Eavg (Average Energy Rtavg (Average Runtime
Techniques Performance Percentage) | Performance Percentage)
Loop In lining 0.0284 0.0612
Loop Jamming 0.0358 0.0768
Loop Reversal 0.0378 0.0813
Loop Unrolling  0.0357 0.0764
Loop Termination |0.0378 0.0812
Loop Inversion 0.0379 0.0812
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Figure 6: Different Energy Before and after applying Loop Techniques

Conclusion
There are many ways by which energy consumption will be reduced and reduced
energy consumption and gives effective performance of system to reduce the energy
usage and increase energy efficiency, operating systems need to be able to measure or
estimate current power consumption, predict a tasks workload and control a series of
power saving mechanisms. The component that decides which measures to activate in
order to save power is called a power management policy. Due to the complexity
involved in accurately estimating and predicting power consumption, today's
approaches are heuristic. Some to the tools can capable to reduce static and dynamic
voltages at different level in software point of view we can reduce the power at loop
optimizations because loop are in order of the bench marks and closely we tested the
a DVFS strategy that impacted the energy and time taken reduced in the result to
minimizing energy usage during application execution.

Power consumption of embedded applications devices are important challenge.
Future vision of energy related consumption will be important design concept because
good design of system leads to the energy ware system.
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