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Abstract 

 

Various methods for dimensionality reduction and classifier combination have been 

designed to classify the risk levels of epilepsy. Providing large number of features in 

training data can affect the classification performance of machine learning algorithms. 

Here the standard 16 channel bipolar EEG signal recordings data have been used in 

order to diagnose epilepsy by classifying it into normal and abnormal subjects. The 

advantage of the proposed approach is that it reduces the size of feature space by way 

of using feature extraction methods. The decisions obtained from these methods have 

been coalesced to form a fused data. The idea behind this work is to discover a 

reduced feature space so that a classifier built using this tiny data set would perform 

no worse than a classifier built from the original data set.  This paper investigates the 

possibility of a hybrid classifier for epilepsy risk level classification from EEG 

signals. The dimensionality reduction of EEG signal space is done by Singular Value 

Decomposition (SVD) and Independent Component Analysis (ICA).The final risk 

level classification is performed by Hidden Markov Model (HMM). A group of 

twenty patients with known epilepsy findings are analyzed. Here, the classification 

performance of Hidden Markov Model has been evaluated using measures such as 

Mean Square Error (MSE) and Kappa function. 

 

Keywords: Epilepsy, Epileptic Seizure, Singular Value Decomposition (SVD), 

Independent Component Analysis (ICA), Hidden Markov Model (HMM), Kappa 

Function, Mean Square Error (MSE). 
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1.  Introduction 

Knowledge of neuronal functions and neuro physiological properties of the brain 

together with the mechanisms underlying the generation of signals and their 

recordings is vital for analysing these signals for detection, diagnosis, and treatment 

of brain disorders and the related diseases. Epilepsy is a neurological disorder with 

preponderance of about 1-2% of the world’s population (Harikumar et.al). It is due to 

excessive synchronization of cortical neuronal networks and is characterized by 

sudden recurrent and transient disturbances of perception or behaviour (Pellouchoud 

et.al). It is a condition in which an individual experiences abnormal bursts of 

electrical discharges. Epilepsy is marked by the term "epileptic seizures" (Gotman 

et.al). Epileptic seizures are classified as partial or focal, generalized, unilateral and 

unclassified seizures. Focal epileptic seizures involve only part of cerebral 

hemisphere and in corresponding parts of the body. Generalized epileptic seizures 

involve the entire brain and produce bilateral motor symptoms usually with loss of 

consciousness. Both types of epileptic seizures can occur at all ages (Gotman et.al). 

One of the most important tools for diagnosing Epilepsy includes monitoring the brain 

activity through the electroencephalogram (EEG). An EEG signal is a measurement of 

currents that flow during synaptic excitations of the dendrites of many pyramidal 

neurons in the cerebral cortex. When brain cells (neurons) are activated, the synaptic 

currents are produced within the dendrites. The EEG signature is a transient 

waveform of isolated spikes, spike trains, sharp waves or spike-wave complexes. It 

also assists in classifying the underlying epileptic syndrome. Various methods for 

dimensionality reduction and classifier combination have been designed to classify 

the risk levels of epilepsy. However use of large number of features in training data 

can affect the classification performance of machine learning algorithms (Ocal et.al). 

The objective of this paper is to present a novel risk level classifier for Epileptic EEG 

from different set of patients. Here the standard 16 channel bipolar EEG signal 

recordings data have been used in order to diagnose epilepsy. The paper is organized 

as follows, section 1 introduces the physiology Epilepsy detection and the related 

works are discussed in section 2. Dimensionality reduction method like SVD, ICA 

and HMM classifier are discussed in section 3. Results are discussed in section 4 and 

paper is concluded in section 5. This paper investigates the possibility of a hybrid 

classifier for epilepsy risk level classification from EEG signals. 

 

 

2.  Related work 

Since 1970, seizure predictability based on scalp-EEG and depth-EEG signals has 

been studied. In 1982 Gotman presented a computerized system for detecting a 

variety of seizures (Gotman et.al).An increase of interest in seizure detection was 

motivated by advanced linear and non-linear approaches in the 1990s. A variety of 

techniques such as self-organizing map neural networks (Gabor et.al), genetic 

programming (Marchesi et.al), seizure intensity, and fractal dimension (Esteller et.al) 

were utilized on seizure detection. More recent methods on seizure detection include 

autoregressive modeling, rule-based analysis of amplitude and frequency changes of 

scalp EEG (Ocal et.al), multi-dimensional probability evolution (McSharry et.al), 
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singular-spectrum techniques (Celka et.al) for scalp EEG. In 1995 (Shim-Yih Tseng 

et al) worked on autoregressive (AR) and autoregressive-moving average (ARMA) 

modeling for EEG signal analysis. They concluded that the AR model is preferred for 

estimating EEG signal. In 1997, (Qu and Gotman et.al) proposed the use of the 

nearest-neighbour classifier on EEG features extracted in both the time and frequency 

domains to detect the onset of the epileptic seizures. In 1998 (Penny et al). discovered 

that HMMs are capable of detecting non-stationary changes and are suitable for EEG 

analysis. However they concluded that operating HMMs on AR coefficients is flawed 

and the state and state transitions in HMM model are estimated incorrectly due to the 

windowing procedure used in AR models. In 2005 Phillips et al. described that spatio-

temporal data reduction and soft computing techniques like the Bayesian statistics can 

also be used in order to reduce the computational loads (Gabor et.al).Works on EEG 

classification usually apply HMMs to the time changing feature vectors extracted by 

an AR model or by some other digital signal processing techniques. (Huang et.al) use 

the mean frequency features, calculated from FFT spectrum, for detecting the arousal 

state changes. But application of FFT for signals that has high probabilistic variation 

may not produce good results. Obermaier, Guger, and Pfurtscheller (Obermaier et.al) 

compare LDA (linear discrimination analysis) and HMMs on band pass-filtered 

feature vectors and experiment with the structure parameters of HMMs. Later Graja 

and Boucher have investigated the use of hidden Markov tree models for segmenting 

ECG signals encoded with the discrete wavelet transform (Graja et.al). More recently 

(Easwarmoorthy et al).focused on the method which indicated the state of illness of 

epileptic patient from EEG recording. Analysis based wavelet decomposition through 

DWT was performed. Though DWT is good tool for signal analysis it does not 

produce effective results as that of HMM. 

In this paper, Epileptic EEG is acquired and dimensionality reduction is 

performed by Singular Value Decomposition (SVD) and Independent Component 

Analysis (ICA). A further reduction in the input is achieved by Vector Quantization. 

The final risk level classification is done by Hidden Markov Model (HMM). 

 

 

3.  Proposed Dimensionality reduction techniques and HMM classifier 

Epileptic EEG signal for the purpose of analysis was acquired from twenty epileptic 

patients from neurology department of Sri Ramakrishna Hospital, Coimbatore, India 

(Harikumar et.al). The signal is acquired using a non-invasive method of electrode 

placing where sixteen channel EEG signals is acquired. The continuous EEG signal is 

divided into a signal of smaller duration, with duration of two seconds (Clin et.al). 

The international electrode system introduces artifacts such as muscle noise, eye 

movements, cardiac signals and line noise due to the low conductivity of skull and 

synchronization of electrical activity (Pellouchoud et.al) With an EEG signal free of 

artifacts, a reasonably accurate detection of epilepsy is possible. An artifact free EEG 

is obtained with the help of neurologist. The Epileptic EEG is diagnosed by acquiring 

the Epileptic EEG, extracting and processing the SVD and ICA components. The 

various steps involved in processing the features are elaborated. 
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Twenty set of patients are considered in this study. EEG signal from each 

patient is divided into four epochs with duration of two seconds each and sampled at 

frequency of 200Hz. The dimensionality reduction is done by Singular Value 

Decomposition (SVD) and Independent Component Analysis (ICA) (Ganesh  et.al). 

Cluster heads were defined using Vector Quantization. The final risk level is obtained 

the Hidden Markov Model (HMM). Performance of HMM is evaluated by Mean 

Square Error (MSE), Kappa Function and extended Kappa Function. The system 

involves two phases namely the Training and the Testing phase. The system is trained 

using 20 set of patients. Similarly the testing of the system is done and the 

performance is evaluated. The entire block diagram of hybrid epilepsy risk level 

classification is shown in Figure.1 

 

 
 

Figure 1. Block Diagram of Hybrid Epilepsy Risk Level Classification System 

 

 

Each channel has 400 samples of EEG signals per epoch and four such epochs 

of data forms a bin. There are sixteen such, a bins are available per patient. The data 

volume for a patient is around 25,600 samples. Hence this large amount of data 

necessitate the dimensionality reduction technique level for processing the EEG 

signal. This number is enough to give reliable statistics in mean and variance 

calculation. 

 

3.1. Dimensionality Reduction using Singular Value Decomposition (SVD)  

Dimensionality reduction is the process of integrating multiple sources of information 

such that their combination yields better results than if the data sources are used 

individually. Feature extraction aims at finding the smallest feature set having the 

most beneficial impact on machine learning. SVD is widely used in multi rate signal 

processing where the initial dataset is separated into complementary subspaces called 

signal and noise subspaces in order to enhance the signal to noise ratio (Stewart et.al). 

The Singular Value Decomposition (SVD) is a useful tool that is used to separate the 

signal and noise. Consider a real M x N matrix X of observations which may be 

decomposed as follows: 

 

X= USV
T
                                                  (1) 

 

Where S is an M x N non-square matrix with zero entries everywhere, except 
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on the diagonal with elements si arranged in descending order of the magnitude. Each 

si is equal to √λi, the square root of eigen values of C=X
T
X. The smallest eigenvalues 

are considered due to noise (Stewart et.al), (Abdi et.al). The columns of V are eigen 

vectors of C. The M x M matrix U is the matrix of projections of X onto eigenvectors 

of C. A routine for performing SVD is as follows: 

Step 1. Find the N non-zero eigenvalues, λi, of matrix C=X
T
X and form a non-square 

diagonal matrix S by replacing the square roots si= √λi, of the N eigenvalues in 

descending order of magnitude on leading diagonal and setting all other elements of S 

to Zero. 

Step 2. Find the orthogonal eigenvectors of the matrix X
T
X corresponding to the 

obtained eigen values, and arrange them in the same order. This ordered collection of 

column vectors, forms the matrix V. 

Step 3. Find the first N column vectors of matrix U: ui=  

Step 4. Add the rest of M-N vectors to the matrix using the Gram Schmidt 

Orthogonalization process.  

 

3.2. Dimensionality Reduction using Independent Component Analysis  (ICA) 

ICA describes a model for multivariate data describing large database of samples. The 

variables in the model are assumed non-Gaussian and mutually independent and they 

are called the independent components of the observed data. These are also called 

sources or factors (McSharry and Clifford).The components extracted in ICA are 

orthogonal in nature and hence the redundant data sets are eliminated (Penny et.al), 

(Lee et.al). Independent Component Analysis is generally applied where multi-

channel data extraction is preferred (Xu et.al), (Oja). We assume that we observe n 

linear mixtures of x1,…,xn of  independent components as in (2): 

 

Xj=aj1s1+aj1s2+……..+ajnsn, j=1,n                              (2) 
 

In this equation the variable x
j 
and the independent component s

i 
are random 

variables, xj(t)and si(t) are samples of random variables. The variable and the 

independent component are also assumed to have zero mean reducing the problem to 

the model zero-mean (Choudery et.al), denoted by (3): 

 

X=Xi-E(X)                     (3) 

 

Let x and s be the random vector whose elements are x1,….,xn and  s1,…..sn 

respectively. Let A be the matrix containing the elements a
ij
 which is expressed as in 

(4). 

 

x=As  or    x=         (4) 

 

The above equation is called independent component analysis or ICA where 

only the measures variable x is available and the objective is to determine both the 

matrix A and the independent components. The model is assumed to have 
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independent and non-Gaussian components (McSharry et.al), (Penny et.al).  

 

3.3 Vector Quantization 

A vector quantizer is based on the principle of Block Coding and maps k-dimensional 

vectors in the vector space R
k
 into a finite set of vectors Y = {yi: i = 1, 2, ..., N}.  Each 

vector in Y is called a code vector or a code word .The codebook comprises of set of 

code words (Penny et.al). Voronoi region is the region that is associated with each 

code word, and it is defined by (9). 

 

                                          (5) 

 

Step 1. The following steps are involved in construction of a code book. 

Step 2. The number of code words N is determined. The initial code book is the N 

code words chosen randomly. 

Step 3. The vectors around the code words are clustered using the Euclidean distance. 

This is done by taking each input vector and finding the Euclidean distance between it 

and each code word.  The input vectors that are at a minimum distance from the code 

word are clustered. 

Step 4. The new set of code words is determined by averaging the cluster as shown in 

(10). 

 

                                                                (6) 

 

 Where i is the component of each vector (x, y, z directions), m is the number 

of vectors in the cluster. Repeat steps 2 and 3 until the either the code words don't 

change or the change in the code words is small. A vector quantizer is comprises of 

Encoder and Decoder.  The encoder outputs the index of the code word that offers the 

lowest distortion taking the input vector (Makhoul et.al),(Jeng-shyang pan et.al)].  

Once the closest code word is found, the index of that code word is sent through a 

channel When the encoder receives the index of the code word, it replaces the index 

with the associated code word (Kekre et.al), (Mario et.al).  Figure 2. Shows a block 

diagram of the encoder and decoder.  

 

 
 

Figure 2. The Encoder and Decoder in a Vector Quantizer. 
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3.4 Base classifier used ( Hidden Markov Model –HMM ) 

A hidden Markov model (HMM) is a statistical Markov model especially designed for 

system with probabilistic variations. The state is directly visible to the observer in 

simpler markov model, and therefore the state transition probabilities are the only 

parameters (Choudrey et.al). In a Hidden markov model, the state is not directly 

visible, but output is dependent on the state that is visible. A probability distribution is 

established for output tokens (Penny et.al) (Rabiner).Therefore the information about 

the sequence of states is generated by the sequence of tokens. A hidden Markov 

model (HMM) is a triple ( , A, B).  

Where, 

 the vector of the initial state probabilities 

A=  the sate transition matrix,   

B = ( ) the emission matrix,                (7) 

 

Each probability in the state transition matrix and in the emission matrix is 

time independent that is, the matrices do not change in time as the system evolves. In 

practice, this is one of the most unrealistic assumptions of Markov models about real 

processes.  

 

3.5 Baum-Welch (EM) algorithm 

The Baum-Welch (EM) algorithm is a general method of finding the maximum 

likelihood (ML) estimate of the parameters of an underlying distribution. On each 

iteration of the EM (Expectation - Maximation) algorithm there are two steps-called 

the expectation step or the E-step and the maximization step or the M-step. There are 

two main applications of the EM algorithm. The first one occurs when there is 

problem or limitation of observation process and hence the data has missing values. 

The second one is done by assuming the existence of additional but missing values or 

(or hidden) parameters for solving the likelihood function. Now defining the 

Maximum likelihood, we have a density function that is governed by the set of 

parameters. We also have a data set of size N, drawn from this distribution, i.e., 

X={X1,X2, …..XN }. That is, we assume that these data vectors are Independent and 

Identically Distributed (IID) with distribution p. Therefore, the resulting density for 

the samples is 

 

p  = p       (8) 

 

The function ℒ is called the likelihood function. The likelihood is thought 

of as a function of the parameters  where the data is fixed. In the maximum 

likelihood our goal is to find the  that maximizes ℒ. Therefore, we wish to find 

where 

 

=                       (9) 
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Here as it is analytically easier we maximize ℒ . Now we will describe the  

two basic steps of EM methods. As before, we assume that data  is observed and is 

generated by some distribution. We call as incomplete data. We assume that a 

complete data set exists  = (X,Y) and also assume a joint density function p  = 

p  = p(y|x, )p(x| ).The new likelihood function is defined by this density 

function, ℒ  = p(X ,Y| ) called the complete-data likelihood. Here the missing 

information Y is unknown, random, and presumably governed by an underlying 

distribution, hence this function can be called a random variable. The original 

likelihood ℒ is referred to as the incomplete-data likelihood function. Given the 

observed data X and the current parameter the EM algorithm first finds the expected 

value of the complete-data log-likelihood log pℒ with respect to the unknown 

data Y. That is, we define the following function. 

 

                   (10) 

 

These two steps are repeated. Each  iteration is guaranteed to increase the log 

likelihood and the algorithm is guaranteed to converge to a local maximum of the 

likelihood Function. Now this EM algorithm is applied to HMM case, where the EM 

algorithm is usually known as the Baum-Welch algorithm that established 

convergence properties for this algorithm. We consider O = {O1,O2 . . .OT } to be the 

observed data and the underlying state sequence Q = {q1, . . . qT } to be hidden or 

unobserved. The incomplete-data likelihood function is given by P(O|λ) whereas the 

complete-data likelihood function is P(O,Q| λ). The function  therefore is 

 

                  (11) 

 

Where are our initial (or guesses, previous) estimates of the parameters and 

where Q is the space of all state sequences of length T.  

 

 

4.  Results and Discussion 

Performance of Hidden Markov model classifier have been evaluated using various 

measures. Kappa coefficient is one of the performance measures for classifier. Given 

an n x n contingency table of desired versus actual results, a typical performance 

measure is ratio of individuals lying in the associated region with corresponding 

classes to the total number of individuals as (Rabiner): 

 

                                       (i=1,… ,k)    (12) 

 

N in total number of vectors in the test set, k is the number of classes, nii are 

the diagonal elements of confusion matrix (Lu et.al). However  does not take into 
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account the agreement that might be due to chance shown in (Lee et.al). 

 

      (13) 
 

Where 

 

         (14) 

 

Hence, the k coefficient is a corrected measure of agreement between the 

desired and actual group assignments (Cohen), (Everitt). If the agreement is due to 

strictly to chance then κ=0. If the agreement is greater than chance then κ>0. There is 

complete agreement when κ=1. (κ<0 if the agreement is less than chance. The Mean 

Square Error is calculated by subtracting the Observed Value from original Target 

Value as shown in (Penny and Robert). 

 

MSE=       (15) 

Table.1 Shows the overall performance of MSE in the HMM classifiers for 

twenty patients.  Average training error is 0.000014 and average testing error is 

0.003059. Kappa Function is also calculated as a parameter for estimation.  Table.2 

shows the performance of Kappa Function in HMM classifiers for twenty patients. It 

can be inferred that the performance of Kappa Function is better than the MSE. The 

Computation time for all the dimensionality reduction techniques and the final risk 

level classifier is shown in Table.3. The computation time for ICA is low comparing 

SVD.  

 

Table.1 Overall Performance of Mean Square Error in HMM Classifier 

 

Target  

Values 

SVD ICA 

Observed Value Mean Square Error Observed Value Mean Square Error 

0.85 0.79 0.0036 0.78 0.0049 

0.85 0.81 0.0016 0.8 0.0025 

0.65 0.6 0.0025 0.59 0.0036 

0.45 0.39 0.0036 0.4 0.0025 

0.25 0.19 0.0036 0.18 0.0049 

0.35 0.32 0.29 0.3 0.0025 

0.65 0.61 0.6 0.58 0.0049 

0.25 0.2 0.2 0.22 0.0009 

0.05 0.02 0.025 0.026 0.0005 

0.1 0.07 0.06 0.07 0.0009 

0.85 0.78 0.8 0.79 0.0036 

0.35 0.28 0.28 0.29 0.0036 
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0.45 0.41 0.4 0.41 0.0016 

0.65 0.61 0.59 0.59 0.0036 

0.2 0.14 0.14 0.17 0.0009 

0.15 0.1 0.11 0.11 0.0016 

0.2 0.13 0.14 0.12 0.0064 

0.65 0.57 0.58 0.55 0.01 

0.25 0.21 0.19 0.21 0.0016 

 

Table.3 Performance of Kappa Function in HMM Classifier 

 

Kappa Function (SVD) Kappa Function (ICA) 

0.0023 0.0027 

0.0010 0.0010 

0.0014 0.0018 

0.0021 0.0011 

0.0026 0.0025 

0.0001 0.0025 

0.0011 0.0023 

0.0012 0.0002 

0.0002 0.0003 

0.0031 0.0004 

0.0030 0.0019 

0.0006 0.0016 

0.0008 0.0006 

0.0008 0.0020 

0.0005 0.0005 

0.0020 0.0004 

0.0018 0.0031 

0.0021 0.0002 

0.0019 0.0003 

0.0038 0.0049 

 

Table.3 Computation Time of SVD, ICA and HMM classifier. 

 

MACHINE  

(16 Channel, 3 Epochs) (Sec) 

MODULE  

(Sec) 

HMM  

(Sec) 

Total Time 

(Sec) 

20-Patients 2                 (SVD) 53.128 75.128 

20-Patients 0.014988    (ICA) 51.526 70.487 

 

 

5. Conclusion 

In this paper, we have proposed a HMM model for classification of epileptic 

EEG.HMM outperforms other methods for risk level classification because it is 

inherited large transitions and probabilistic variation. The system is trained using 
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Independent Component Analysis (ICA). Finally the system is tested by a separate set 

of data matrix obtained from individuals who were not in the training phase. The 

performance evaluation of the system is analysed using Mean Square Error and Kappa 

function. The system is better evaluated using the Kappa Function ICA based 

dimensionality reduction with HMM classifier is quiet suitable for classification of 

epilepsy risk level from EEG Signal. 
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