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Abstract 
 

Nowadays the classification of texture becomes relevant in computer society. 

The most crucial of texture analysis is image recognition tasks. The content-

based search and the retrieval of video data has become an important issue. 

My paper presents the visual information that is content-based video retrieval 

from a collection of videos to retrieval and indicates it. 

     Generally, we present a video data model that supports the integrated 

utilization of various proposals. The video are in the various segments using 

the 2-D correlation co-efficient techniques. These techniques are used by 

histogram analysis like color, edge and texture analysis. The elementary video 

shots are extracted using the above proposal, HSV color space conversion and 

Gabor wavelets using this Fast Fourier transform are stored in the library 

consequently. The similar video’s are recovered from the basis video of 

Kullback-Leibler distance analysis. 

 

Keywords: Video Retrieval, Video sequence, Shot segmentation, Edge 

Histogram Analysis (Color, Edge, texture, Etc), Motion Estimation; Query 

Clip; Similarity Measure; Kullback-leibler distance. 

 

 

Introduction 
In the last few years, there has a vast growth in ton of multimedia content stored in 

network repositories. The growth of the digital devices, like web and internet 

technology, videos scan is easily analysis and captured, stored, retrieval, and also can 

upload through the web. Even through the web search engine have archive many 

things, the searching video contents over the web is moderate and also challenging. 

Most commercial web search engine commonly used only one index that is meta data 
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videos and search them by texts. Besides understanding the media contents, the usual 

search engines of video retrieval through utilize the rich media contents. This will 

make the content-based video retrieval direction is to develop the future video search 

engine.  

     There are several video hosting websites like YouTube, Metacafe, GoogleVideo 

etc. where people upload their videos. Accordingly, effective retrieval of videos is 

mandatory based on the domain or category asked by the user request. Even though 

such video search engines receives benefits from mature text search engines 

techniques for video data noisy texts transcripts, makes content based video retrieval 

search tasks of the documents, its not clearly not enough to directly implements to 

text based analysis to video based search engine. 

 

 

Framework In Purposed Recovery System 
In recent years, most video recovery or scene change detection systems use shots as 

the fundamental element in the video database. However, in few cases, a shot could 

last for a long time with a lot of various activities or subjects, thus it mayn’t be 

applicable to use a shot as the basic unit for video recovery. For example, a shot in a 

close observation video could last for days or hours and there could be a number of 

various subjects and activities in this shot.  

     Accordingly, using the distance between every two sequence frames cannot 

provide a satisfactory solution to partition a shot further into clips. Thus, each frame 

needs essentially to compute the distance not only the consecutive frames but also the 

other frames within a moderate period in the temporal domain framework. 

 

Video Representation Clip Segmentation 

Most video coverage in the recent years is change in the detection systems use shots 

as the basic aspects in the video database. Typically, a video clip consists of visual 

channel and audio channel. From the audio channel, text information can be evoking 

through speech identifying processing. High-level semantic events might also be 

detected from the audio channel. A video series in the visual channel could be 

regarded as a series of image frames granted in a time sequence. In general, such a 

video sequence could be expressed by a hierarchical structure: video, video stories, 

and video shots. A video shot is occasionally represented by a representative frame, or 

entitle key frame, which is preferred from frames presented in the shot. For example, 

a shot in a surveillance video could last for days or hours and there can be a number 

of different subjects and exertion in this shot. 

     Fig. 1 describes the corresponding graph with tribute to a given query topic. The 

“T” node performs the text content of the video story, while the “S” node presents a 

video shot. Note that links between “S” nodes are not plotted in the figure for 

simplicity. Hence, given a query topic formed by texts (QT ) and visual contents (QV 

), the recovery task could be regarded as the problem of finding the shots (“S” nodes 

in the figure) with most probabilities on the graph. 
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Figure 1: Graph representation of video structure 

 

Features Extraction 

Video clip is constructed by a sequence of video frames. The color information is a 

popular feature in several image and video retrieval system. The color histogram is 

built by concatenating the histograms of all color channels, i.e. R, G, and B color 

channels, and each component histogram is sampled into n bins, thus there are 3� n 

bins in this histogram. In our system, the color histogram for each video clip is 

computed by averaging all the color histograms in the same clip. The other essential 

component of video feature is the motion information. To date, various approaches 

have been proposed to estimate the motion field. In this system, we assign the 

diamond search method [12] for motion estimation for its efficiency. This method has 

been broadly employed by many video compression systems. In addition to the model 

the motion activity in each frame. Our system considers the motion magnitude and the 

motion direction to model the motion activity. As to the audio information, the short-

time features of the energy and the average zero crossing rate [14] have been verified 

to be sufficient in discriminating music, speech and silence audio signals. Absolutely, 

this system uses 54 features, including 24 color features, 16 motion information and 

14 audio features. 

 

Tentative Calculation and Deliberation 

Our video database includes several types of video, including soap opera, series and 

baseball games. There are totally about eight hours of video for our analysis and we 

manually labeled the events from this video dataset for performance evaluation of 

video retrieval systems. 

 

Analyzing various Boosting Algorithm 

The relationship between the normal precision of video retrieval and the total number 

of relevance response iterations for the experiment setup described above is shown in 

figure 2. Our experiments response the modified AdaBoost algorithm with the Real 

Boost and the original AdaBoost algorithms. Note that the scope is set to 36 for each 
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relevant significant. It is apparent that the modified AdaBoost learning system out 

performs that other two boosting systems. Figure 3 shows the retrieval performance of 

these learning systems on the “Coffee Shop” and “Slam Dunk” events. On approval of 

the results show that our retrieval system provides superior performance than the 

other two systems. 

 

 
 

Figure 2: Precision comparison between different learning approaches from video 

retrieval experiments with relevant feedback. 

 

 
 

Figure 3: Precision comparison between different learning methods for video 

retrieval experiments. 

 

Textual Processing 

Textual illumination comes from ASR and MT transcripts. The ASR transcripts are 

all time-stamped at the word level, while the MT transcripts are time-stamped at the 

sentence level. The text transcripts are segmented in video story level according to 

some story circumference detection method [10]. Shots inside a video story share the 
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same text block. All text stories and queries are resolved by a text parser with a 

standard list of stop words. 

 

Histogram Analysis 

The proposed scheme promotes the segmentation of initial shots in the deep video 

accurately. Finally, the extraction of the features for instance motion vector, the 

Histogram analysis and also the motion analysis in texture features of the video 

sequence is executed and the feature library is stored and the image as displayed in 

Figure 4. 

 

 
 

Figure 4: (a) B/w Histogram Analysis 

 

 
 

Figure 4: (b) Color Histogram Analysis 

 

 
 

Figure 4: (c) Motion Analyses Image 
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Conclusion and Future Work 
In this paper, discussed about system based video retrieval and the partition of video 

data into video clips and extract the representative audio visual features for each video 

clip. The direction of several challenged content-based video retrieval and solves 

them effectively in our framework and various histogram analyses. The experimental 

results have shown in effective and promising method for future large-scale content-

based video retrieval and also the various Analysis like Histogram and Motion 

Estimation. 
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