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Abstract 

An effective Multiple Document Summarization 

(MDS) system is a sound method to provide concise and 

comprehensive information in a short-form. The 

conventional summarization techniques exploit the 

machine learning techniques based sentence extraction and 

sentence position hypothesis to summarize the huge 

document collection under the same topic. However, these 

techniques may lead the redundant and less informative 

sentences in the summary due to the lack of semantic 

analysis. To tackle this constraint, this paper attempts to 

exploit the ontology and word position hypothesis. This 

paper proposes multi-document SummarY generatioN with 

the tOPic ontology asSIStance (SYNOPSIS) approach. The 

core aim of this approach is to balance the objective 

function that refers to improve the coherence, and salience 

of the summary and diminish the redundancy of the 

sentences. To achieve this aim, the SYNOPSIS model 

investigates, the two phases, namely optimal sentence 

ranking and sentence selection in MDS system. Initially, 

the SYNOPSIS uses Yago ontology to identify the context 

of the keyword semantically and employs the word 

position hypothesis to discover the importance of the 

sentence by ranking the document sentences. To further 

reduce the document content, the SYNOPSIS approach 

focuses on shortening the sentence length by applying the 

structure analysis of the original sentences. Finally, it 

selects the key sentences based on the most relevant 

information on sentence rank and constructs the summary 

based on the satisfaction of the objective function. The 

experimental results demonstrate that the SYNOPSIS 

approach achieves better performance than the 

conventional summarization method.  

 Keywords: Ontology, summary, word position, document 

summarization, coherence, salience, and redundancy 

1. Introduction 

Due to emerging usability of online information, the 

attention of effective result provisioning according to the 

user queries is an important process in Information 

Retrieval (IR) system. As exponential growth of a number 

of textual documents on the web, discovering the hidden 

information is often an arduous task in real-world 

applications. With the aim of addressing this constraint, 

Multiple Document Summarization (MDS) model creates a 

greater impact on the web searching field that facilitates 

the users to obtain the core information within a short time 

[1,2]. MDS focuses on providing the succinct and 

informative summaries from the larger document 

collections. This task is achieved by reducing the irrelevant 

sentences from the collection of documents to generate 

essential text summary in IR system. It is the extraction 

based MDS method that generates the summary by only 

omitting the sentences from the original text sentences not 

constructing the novel sentences. MDS is a non-trivial 

process in real time applications instead of summarizing a 

single document. For instance, News aggregation 

application in IR process: when multiple news feeds are 

submitted about a particular news topic, an IR system is 

forced to provide a short and comprehensive summary to 

users for improving the user convenience. It has the 

responsibility to create an understandable summary. Hence, 

an automatic multi-document summarization is necessary 

for IR system to summarize the multiple documents into an 

extractive summary. 

To provide the accurate summarization, Ontology is 

the most valuable source that captures the hidden semantic 

information and comprises the abundant concepts and 

domain-related information [3]. It deals with either 

questions or input texts to identify the entities and its 

similarity based hierarchical structure. Most of the 

conventional researchers exploit the ontology to measure 

the semantic similarity [4] and to improve the document 

clustering [5] in text mining. Comparatively, some of the 

researchers are focused on the ontology-assisted document 

summarization. However, the extraction based MDS 

approaches to meet the redundancy problem since the 

top-ranked sentences of the multiple documents convey the 

similar information. Some of the existing methods resolve 

the redundancy issue while summarizing the multiple 

documents.      

The main contribution of multi-document SummarY 

generatioN with tOPic ontology asSIStance (SYNOPSIS) 

approach includes two phases such as identification of 

sentence importance in the document set and optimal 

summarization of the document set.  

• The SYNOPSIS approach summarizes the multiple 

documents under the same topic using Yago ontology 

and word position hypothesis, beneficial in effective 

IR process.  

• The SYNOPSIS approach recognizes the entity of 

each keyword in the document sentences using Yago 

ontology after performing the preprocessing steps. 

Applying entity score, and word position, frequency 

and distance factors on the sentences enables the 

SYNOPSIS to assign the score to each sentence 

semantically.  

• The SYNOPSIS approach reduces the sentence length 

by applying the structure analysis of the original 

sentences. Afterward, it creates the new scored 

sentence list by replacing the reduced sentences. It 

ensures that the context of the reduced sentence is as 

similar to the context of the original sentence. It 
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optimally selects the sentences to construct the final 

extractive summary, while satisfying the objective 

function.    

• The experimental results show that the SYNOPSIS 

outperforms the conventional summarization method, 

since it balances the objective function of coherence, 

salience, and redundancy in the final summary.  

 

1.1 Problem statement 

As the documents in the MDS are relevant to the 

same topics, it encounters the similar text 

representations or contexts frequently in different 

documents. Thus, it results in the redundancy of the 

sentences which affects the quality of the extractive 

summary. MDS leads the several issues rather than 

using the single document summarization in which 

issues represent the compression, redundancy, 

passage selection, and speed. These are the crucial 

tasks while summarizing the collection of documents. 

Hence, the consideration of the redundant sentence 

reduction is often a challenging task in MDS system. 

Most of the existing summarization researchers 

provide the rank to the sentences in the documents 

without the knowledge of topic level information. 

Moreover, the several existing MDS systems lack in 

identifying the hidden semantic information and 

computing the most probable permutation of the 

original sentences since it does not exploit the 

ontology for document summarization. The earlier 

summarization methods contemplate the sentence 

similarity with the centroid, sentence length, and 

sentence position during the sentence selection 

process. In general, a sentence position hypothesis 

prefers the earlier sentence as the most important 

sentence than the other sentences in the document. It 

is not applicable to the real systems since the authors 

write the documents in their styles. Hence, the first 

sentence of the document may not be the relevant 

sentence in all the documents in which authors may 

write some other background information in the first 

sentence. The MDS system still faces several 

constraints such as providing concise ease of clear 

summary in a short time and balancing the coherence, 

salience, and redundancy in the summary. Hence, the 

proposed approach balances these objective functions 

in the MDS system.    

2. Related work 

The existing research works devote their significant 

efforts to summarize the collection of documents by using 

diverse data mining techniques. 

2.1 Extraction based summarization 

Extraction-based summarization models exploit the 

combination of statistical and linguistic features such as 

term frequency, sentence position [6], and topic signature 

[7] to discover the importance of the sentences. Text 

summarization performs the sentence extraction and 

compression process which employs the sub-tree based 

extraction [8] and integer linear programming in the 

constituent parser tree [9] respectively. Scaling Up MDS 

(SUMMA) [10] is a hierarchical summarization that 

enables the users to navigate a hierarchy of relatively short 

summaries in large scale. Ontology-enriched MDS (OMS) 

exploits background knowledge to improve summarization 

and maps the sentences with the ontology [11]. 

Graph-based approach [12] summarizes the documents 

based on the sentences in which the nodes refer the 

document sentences, and the weighted edges represent the 

similarity measure between the node-pair. The earlier 

works analyze the terms correlation in the documents using 

frequent itemset techniques [13], probabilistic approach 

[14], and Singular Value Decomposition (SVD) [15]. 

2.1.1 Lexical features 

To identify the importance of a word in a document, 

the frequency measurement of a word in a document is 

significant. The sentence-level semantic analysis helps to 

determine the score of the sentence while summarizing the 

multiple documents [16]. Topic-focused MDS [17] 

employs the Relational Learning-to-rank (R-LTR) 

approach that avoids the diversity problem during 

summary extraction. A context sensitive document 

indexing scheme based on the Bernoulli model of 

randomness uses lexical association between phrases to 

determine the context sensitive weight [18].  

 

2.1.2 Syntactic features 

An approach [19] transforms Rhetorical Structure 

Theory (RST) trees into dependency trees using heuristic 

rules in single document summarization, formulates the 

summarization problem as the knapsack problem. The 

document summarization method [20] simplifies the 

approach in [19] by using the dependency-based discourse 

tree parser for directly providing discourse based 

summarization without any transformation. A nested tree 

structure based single document summarization exploits 

the rhetorical structure based sentence dependency and 

dependency parser based word dependency [21].  

 

2.1.3 Machine learning 

The machine learning techniques solve the 

complexity in feature selection when processing the 

different textual domains since the weight of the features is 

varied according to the domain. Hyper-graph [22] 

comprises the sentences and sentence relevance in which 

the graph-based ranking algorithm computes the sentence 

relevance on sub-topics. A standard Graph-based 

semi-supervised learning approach based on topic 

modeling strategies using two layers, i.e. Sentence layer 

and the topic layer improve the quality of the summary 

[23]. 

Most of the conventional summarization methods 

ranks the sentences based on the sentence position without 

considering the entity of the terms in the documents. It 

may affect the accuracy of the most succinct and 

comprehensive summary since unique writing style of the 

documents and topic distraction.  

   

3. An Overview of SYNOPSIS methodology 

With the aim of simplifying the reading complexity in 

the result of IR application, the SYNOPSIS approach is a 

target to summarize the concise and comprehensive 
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information from the multiple documents. The 

conventional summarization techniques exploit the 

sentence position hypothesis that may select the irrelevant 

sentences in the actual context of the document since it 

assumes the first sentence in a document as the most 

significant sentence than the others. To tackle this 

constraint, the SYNOPSIS employs the word position 

hypothesis while ranking the sentences in the documents. 

The word position hypothesis identifies the importance 

value of a word in different sentences based on the 

appearances of the word. The SYNOPSIS approach 

incorporates two major phases such as identification of 

sentence importance in the document set, and optimal 

summarization of the document set.        

Identification of Sentence Importance in the Document 

Set: The SYNOPSIS approach generates the entities of 

each feature or keyword based on the context of the 

keyword in each sentence using Yago ontology. Then, it 

provides the score to each sentence based on the entity 

score, word position and frequency in the document set, 

and word distance in the ontology structure. The sentence 

score only depends on the keywords among other than 

these keywords to identify the factual importance of the 

sentence in the documents.    

Optimal Summarization of the Document Set: The 

SYNOPSIS reduces the sentence length and creates the 

duplicate sentences while ensuring the context of the 

document summarization using structural analysis. It 

generates the score for each duplicate sentence, i.e., 

reduced sentence, and replaces the original sentence by 

this duplicate sentence if reduced sentence has a higher 

score than the original sentence in the document. It 

optimally selects the high score-sentences and constructs 

the extractive summary based on the objective function 

that balances the coherence, salience, and redundancy. 

 

 
 

3.1 Identification of Sentence Importance in the 

Document Set 

The main goal of this phase is to discover the 

importance of the sentences in the whole document 

collections which facilitates the optimal summarization of 

the multiple documents. To achieve this goal, the 

SYNOPSIS employs the Yago Ontology to capture the 

hidden semantic knowledge of the sentences in the 

document in which ontology provides the entity of each 

feature or keyword in the sentences. The SYNOPSIS 

applies the preprocessing procedure to all the sentences in 

the document collections before capturing the entity based 

semantic knowledge from the ontology. Afterward, it 

generates the weight to the words based on the entity that 

is known as the weighted entity. Finally, it assigns the 

score to each sentence based on the entity score, word 

position and frequency in the document, and word distance 

in the Yago ontology structure.       

 

3.1.1 Recognizing entity of the features 

Initially, the SYNOPSIS performs the preprocessing 

steps on the sentences in the document set. The document 

set contains the related text information from the multiple 

documents, as the input, i.e. Sentences for the 

preprocessing procedure. The preprocessing steps include 

the sentence division, tokenization, stop words removal 

and stemming process. Preprocessing is the crucial venture 

process of evacuating the unnecessary words from the 

sentences that reduce the processing time of the system. 

The preprocessed sentence features are given as the input 

to the Yago ontology to explore the hidden information by 

recognizing the entity i.e. concept of each feature in the 

sentences. The ontology is the hierarchical structure of the 

source that contains the root node, a set of concepts, a set 

of is-a relations, a set of equivalent-class and a set of 

individuals. The utilization of ontology facilitates the MDS 

to understand the exact context of the documents.  

Consider, a sentence (Si
j) comprises the group of 

keywords (wk) that are obtained from the preprocessing 

steps, where Si
j represents the ith sentence in jth document 

(dj є DS), and wk represents a kth word. These feature or 

keyword set of each sentence is mapped to the Yago 

ontology hierarchy to identify the entities of the feature set. 

In ontology, a sentence is related to either one entity or two 

or more entities according to the nature of the features in 

the sentences. The SYNOPSIS recognizes the entities like 

a noun, date, time, and number from the Yago ontology. 

Also, the ontology provides the popularity score in terms 

of usage frequency, and related features for each entity. 

Each word in a sentence is mapped to the different entities 

since a word makes the different meaning in different 

contexts i.e. disambiguation. To identify the exact entity of 

each feature, according to the document context, the 

SYNOPSIS generates the weight to each entity based on 

the entity popularity and pertinent value to the document 

context. According to each word (wk), the weighted entity 

(EW) can be formulated as,    

 

 

  

Where, α and β are the random variables that are 

user-specified parameters є [0,1]. Pop(En) is the popularity 

score of the entity of wk, Sim((con(En),con(dj)) is the 

similarity between the context of entity and context of the 

corresponding document, and coh(En,DS) is the coherence 

of the entity related to the document set.  

 

3.1.2 Generating the score to each sentence 

To discover the sentence importance, SYNOPSIS 

generates the score for each sentence in the documents 

based on the weighted entity and some essential factors. 

EW(wk) = α*Pop(En) +β*Sim((con(En),con(dj)) +(1-α-β)*coh(En, DS)  .............(1) 
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The essential factors are a measurement of word position 

and word frequency in the document, and word distance in 

the ontology hierarchical structure. It is used to compute 

the sentence score (SS) in the document that illustrates the 

significance of the document sentence. To calculate the 

sentence score, the SYNOPSIS computes the entity score 

based on the weighted entity in which entity may be either 

named entity or date, time and number entity. If an entity is 

a named entity (N(En)), the entity score is the addition of 

weighted entity and user-specified parameter (γ) which 

privileges the sentences. Otherwise, the entity score is only 

equal to the user-specified parameter. The sentence score is 

given as,    

 

 
 

Where, |E(Si
j)| is the set of entities of the ith sentence 

of the jth document. F(wk) and P(wk) represents the word 

frequency and word position in the document set 

respectively. (ES(En)) and D(wk) refers the entity score and 

word distance in the ontology. The ontology based 

summarizer uses the recognized entity that provides the 

semantic knowledge to the sentences in the document 

collection. Equation (1) has been exploited to measure the 

entity score value that can be substituted in equation (2). 

The distance of the word depends on the feature level in 

the ontology structure in which the distance represents the 

number of levels between the entity and the corresponding 

word. The word position based sentence scoring depends 

on the earlier appearance of the particular word of a 

sentence as the most informative sentence than the other 

appearance sentences of that same word. Thus, this phase 

finally contains the scored sentences in the document that 

enables the optimal summarization phase by exploiting the 

sentences that have high sentence score.     

 

3.2 Optimal Summarization of the Document Set 

At the beginning of this phase, the SYNOPSIS aims 

at reducing the length of the sentences while ensuring the 

context relevant summary generation to make the succinct 

summary. To generate the concise and comprehensive 

summary, it creates the new list of sentences instead of 

having the original scored input sentence list. The new 

sentence list generation comprises only the reduced 

sentences of the high-rank sentences in which new 

sentence list is not a novel sentence formation. The 

reduced sentence is based on the words and sentence 

structure from the original sentence without deviating from 

the original concept of the sentence. Finally, it achieves the 

objective function that balances the coherence, salience, 

and redundancy in the extractive summary.  

 

3.2.1 Reducing the sentence length 

The SYNOPSIS exploits the high-rank sentences to 

reduce the length of the sentences by exploiting the 

sentence reduction algorithm. The sentence reduction 

algorithm employs the structure analysis that uses the six 

types of structures such as Adjectives, Appositions, 

Parentheticals, Adverbs or adverb phrases, Prepositional 

phrases, and Relative clauses. It reduces the sentence 

length in two cases by applying the structures onto the 

original sentences. Algorithm.1 shows the proposed 

algorithm.  

In the first case, the SYNOPSIS contemplates the 

main clause based sentence reduction, if a sentence in the 

SVO structure. The sentence reduction algorithm identifies 

the main clause of the sentence and removes other than the 

main clause because the main clause is sufficient to 

understand the concept of the sentence. Hence, the main 

clause identification is beneficial to identify the removable 

structures in a sentence. In this sentence reduction, among 

six types of structures, five of them are used, namely 

appositions, adjectives, adverbs, parenthetical phrase, and 

relative clauses. These structures are considered to remove 

the unnecessary phrases from the main clause without 

changing its conceptual structure. As a result, the original 

sentence is directly replaced by this reduced sentence 

structure. For instance, ‘ In our country, only John got the 

Bronze medal’. From this sentence, the main clause is 

‘only John got the Bronze medal’. In this main clause, the 

word ‘only’ is the adverb phrase, hence the removable 

phrase is ‘only’ while applying the structures in the main 

clause of the sentence.   

In the second case, the SYNOPSIS employs the four 

structures, namely appositions, parenthetical phrases, 

relative clauses, and prepositional phrases, if a sentence is 

not in the SVO structure. This structure reduces the 

unnecessary phrases in the original sentence that results in 

the duplicate sentences. With the aim of reducing the 

sentence length, the SYNOPSIS generates the duplicate 

sentences using the words in the original sentence and 

removed phrases from a sentence. After that, it measures 

the sentence score to the duplicate sentences using 

equation (2) to compare the sentence score of the original 

sentence with the duplicate sentences. The sentence score 

shows the sentence relevance to the document context. 

Hence, the sentence score is calculated for the duplicate 

sentences, i.e., reduced sentences. If a duplicate sentence 

score (SS
d(Si

j)) is higher than the original sentence score 

(SS(Si
j)), the SYNOPSIS replaces the former sentence by 

the duplicate sentence. Since, it illustrates the highly 

informative sentence with a minimum number of words in 

a sentence. For instance, consider the original sentence has 

two removable structures, the SYNOPSIS creates the first 

duplicate sentence by removing those two removable 

structures. Then, it forms the second duplicate sentence by 

removing one of the removable structures and then, it 

constructs the third duplicate sentence by removing the 

only another one of the removable structure. Finally, it 

calculates the sentence score for these three duplicate 

sentences. These three sentences scores are evaluated with 

the original sentence score, which decides either replace it 

or not. If the original sentence is replaced by the duplicate 

sentence, the length of the summary can be reduced. Thus, 

this sentence reduction is beneficial to improve the 

effectiveness of the summary while ensuring the maximum 

informativeness of the final summary.  
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3.2.2 Generating the extractive summary 

After the replacement of the reduced sentences, the 

SYNOPSIS retains the new sentence list that are nearly 

relevant to the document context. The SYNOPSIS selects 

the optimal sentences from all the scored sentences based 

on the objective function. If the sentences satisfy the 

objective function, the SYNOPSIS builds the extractive 

summary. 

The objective function incorporates the coherence, 

salience, and redundancy. The coherence measurement 

depends on the relation between the sentences in the 

summary and salience measurement depends on the 

relation between the sentence and document context. The 

redundancy measurement depends on the relation between 

the sentences in the summary in which relation refers the 

similar information. An effective summary must have a 

high coherence and salience value and less redundant 

information regarding sentences. Hence, the proposed 

sentence selection depends on the coherence, salience, and 

redundancy. The MDS system contains the number of 

redundant sentences at the final stage since it incorporates 

the high-rank sentences of the multiple documents on the 

same topic or context. As a result, the redundant sentence 

removal is the crucial process in MDS system.  

Initially, the SYNOPSIS removes the redundant 

information of sentences from the new sentence list 

i.e.final sentence list. To determine the hidden redundant 

information, it not only contemplates the ngrams of the 

root word but also considers the semantic relation of the 

root word. The semantic relation consists the synonyms, 

hypernyms, and hyponyms of the words in a document 

sentence. The complete semantic relations of the root word 

may distract the context of the sentence. Hence, the 

SYNOPSIS focuses on the threshold distance based 

semantic relation in the ontology tree structure. Equation 

(3) discovers the redundant information sentences that 

comprise only at the particular distance level from the root 

word. It contains the synonyms, hypernyms, and 

hyponyms of all the words in each sentence (Sm) as the 

ngrams that is mapped to the ngrams of the other sentences 

(X) in the document.      

 

 
 

Where, ‘m’ and ‘n’ represents the number of 

sentences in the document and number of words present in 

a sentence respectively. According to equation (3), the 

SYNOPSIS computes the similarity between sentence by 

mapping each sentence with a sentence from the other 

sentences set. This semantic similarity facilitates the 

redundancy based sentence removal that is the high 

semantic similarity of the sentence pair have the redundant 

information. Thus, the SYNOPSIS removes the redundant 

sentences based on the threshold value. After removing the 

redundant sentences, the SYNOPSIS examines the retained 

sentences to form the extractive summary.  

 

 
 

The second factor of the objective function is salience. 

The SYNOPSIS examines the salience of the set of 

sentences list of the extractive summary that exemplifies 

the amount of context-sensitive sentences in the final 

summary. Usually, the proposed sentence score based 

sentence selection offers the optimal sentence, i.e., high 

salience sentence to the final summary. Also, it focuses on 

the salience measurement of each sentence. It is derived 

from the equation (3) by modifying the factors (Sm,X) into 

(DS,Sm) in which ‘DS’ refers the document set. It examines 

the presence of the words in a sentence with the presence 

of the words in the document set to identify the inherent 

value of each sentence. The high salience sentences get the 

first preference in the sentence ordering while ensuring the 

coherence. 

Finally, the SYNOPSIS focuses on both coherent 

sentence selection from the retained sentence list and 

coherent sentence ordering. The goal of this process is to 

discover the pairwise ordering sentences among the overall 

sentences in the document based on the relation link 

between the sentences. It employs the appearance of the 

words in both the sentences to determine the edge weight. 

If edge weight between the sentence is high, these 

sentences have consistently related information in which 

the edge weight is measured by using the discourse link of 

ontology structure. The SYNOPSIS builds the extractive 

summary based on the high coherence, salience, and less 

redundancy of the sentences. Thus, the SYNOPSIS 

balances the objective function while ensuring concise and 

comprehensive MDS.   

 

 

4. Experimental Evaluation 

This paper evaluates the SYNOPSIS approach with 

the R-LTR approach [17] to exemplify better performance 

of the SYNOPSIS approach than the conventional 

summarization method.   

 

4.1 Experimental setup 

The SYNOPSIS approach is implemented by 

exploiting the Java platform and an expert system of Java 

Expert System Shell (JESS) rule engine. In this experiment, 
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it removes the stop words and applies stemming from the 

remaining words of the document sentences using Porter 

stemmer. This approach exploits Yago ontology to provide 

entity, the semantic relation of each keyword and uses the 

WEKA machine learning toolkit to obtain the best results. 

The proposed implementation employs Recall-Oriented 

Understudy for Gisting Evaluation (ROGUE) which is the 

automatic summarization evaluation package to examine 

the SYNOPSIS. The ROUGE shows the quality of the 

final summary based on the n-gram word measurement. It 

evaluates the author made catchphrases i.e., reference 

summary with the system generated catchphrases i.e.final 

summary. 

4.1.1 Dataset 

The SYNOPSIS approach uses the documents from 

the UCI machine learning repository. The text corpus 

includes 4000 legal cases of Australian legal cases from 

the Federal Court of Australia (FCA). The data is gathered 

from the year of 2006, 2007, 2008, and 2009. All the 

documents are segmented into sentences that contain both 

stop words and keywords. The Australasian Legal 

Information Institute provides the author made 

catchphrases evaluate the performance of the proposed 

summary. 

4.1.2 Evaluation metrics 

Precision: Precision is the ratio between the number of 

sentences occurring in both final summary and reference 

summary and the number of sentences in the final 

summary.  

Recall: Recall is the ratio between the number of 

sentences occurring in both final summary and reference 

summary and the number of sentences in the reference 

summary. 

F-measure: F-measure is the composite measure of 

precision and recall combination.  

 

 
.2 Experimental results 

4.2.1 Precision 

Fig.2 shows the precision of both SYNOPSIS and 

R-LTR approach while varying the length of the summary 

as well as the Average Number of Sentences (ANS). The 

ANS is referred as the average number of sentences in the 

input document set. The SYNOPSIS approach constructs 

the summary with the maximum length of 25 sentences. 

The precision value increases when increasing the 

summary length that is when reaching the maximum 

number of sentences in the summary. The precision value 

of SYNOPSIS approach is suddenly increased by 9.63% 

while varying the summary length from 5 sentences to 25 

sentences at the point of ANS=50. In the same scenario, 

the R-LTR approach has marginally increased by only 

7.99%. This development is achieved by exploiting the 

word position hypothesis, word distance, word frequency, 

and entity score based sentence ranking in MDS system. 

When the summary reaches the maximum length, i.e., 25 

sentences and ANS=150, the R-LTR approach has lagged 

3.12% while comparing with the SYNOPSIS approach.  

 
      Figure 2: Precision of SYNOPSIS 

 

 

4.2.2 Recall 

The recall of both the SYNOPSIS and R-LTR 

approach is illustrated in Fig.3. It shows the proposed 

system accuracy when changing the number of input 

sentences and final summary length. The recall of the 

SYNOPSIS approach is increased by 2% while comparing 

the R-LTR approach if ANS=50 and summary length 

reaches the maximum level since the SYNOPSIS approach 

reduces sentence length by generating the context sensitive 

duplicate sentences. It also contemplates the objective 

function of coherence, salience, and redundancy based 

sentence selection and ordering in the final summary. The 

performance in terms of accuracy of the SYNOPSIS 

approach at ANS=150 is nearly obtained in the 

performance of existing R-LTR approach at ANS=50. The 

recall of the R-LTR approach has marginally increased by 

6.96% when summary length increased from 5 sentences 

to 25 sentences in the case of ANS=150. 

 

 
Figure 2: Recall of SYNOPSIS 

 

 

4.2.3 F-measure 

 

Fig.4 indicates the F-measure of both the SYNOPSIS and 

R-LTR approach while varying the redundancy ratio and 

Salience. Redundancy ratio is the ratio between the 

number of redundant sentences and the total number of 

sentences shows the amount of redundant information in 
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the input document. F-measure of the SYNOPSIS 

approach is balanced by the particular amount of redundant 

information in the document set, after that it marginally 

decreases the performance. However, the R-LTR approach 

cannot maintain the balanced F-measure value, it suddenly 

decreases the performance when escalating the redundancy 

ratio. If the salience of the specific sentence is 20% and the 

redundancy value of that same sentence is 0.5, the 

SYNOPSIS approach has increased by 9.33% 

comparatively. Since the SYNOPSIS approach 

semantically removes the redundant information using 

Yago ontology. It reduces the redundant sentences before 

validating the salience of the sentences. Hence, it improves 

the F-measure when high redundant information of that 

sentence has high salience.  

 

 
       Figure 4: F-measure of SYNOPSIS 

 

4.2.4 Recall vs. Compression factor 

 

Fig.5 illustrates the recall of both the SYNOPSIS and 

R-LTR approach when escalating the compression factor 

and an average number of words (ANW). The compression 

factor is depending on the number of words in the final 

summary and an average number of words in the document 

set. The R-LTR approach initially increases and then 

decreases when the compression factor is increased but, 

the SYNOPSIS approach marginally increases the recall 

value due to the consideration of structure analysis based 

context-aware summary generation. The R-LTR approach 

has degraded by 10.59% while comparing the SYNOPSIS 

approach when the compression factor is 0.8 and 

ANW=500, since, the SYNOPSIS coherently selects and 

orders the sentences while ensuring the non-redundancy in 

the final summary.  

 

 
 

      Figure 5: Recall vs. Compression factor  

 

 

5. Conclusion 

This paper investigates the SYNOPSIS approach to 

coherently generate the concise and comprehensive 

summary by focusing on optimal sentence ranking and 

sentence selection. The main goal of this SYNOPSIS 

approach is achieved by integrating an ontology and a 

word position hypothesis based sentence evaluation and 

selection process. The SYNOPSIS employs the Yago 

ontology to score the sentences based on the entity of the 

keywords, and word position, frequency, and distance 

semantically. To provide the useful summary, it further 

reduces the length of the sentences without modifying the 

concept of the sentence by applying structure analysis. It 

generates the score to reduced sentences and creates the 

new sentence list for the extractive summary. Finally, it 

selects the high-rank sentences while satisfying the 

objective function. The experimental results show the high 

accuracy of IR process in MDS system.   
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