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Abstract 
Database with high dimensionality, affects the effectiveness 

of mining algorithms. Feature Selection is one of the data pre-

processing steps in data mining process, reduces 

dimensionality and improves the performance of learning 

algorithms. Feature Selection selects the most relevant 

features, removes irrelevant and redundant attributes. 

Researchers developed various feature selection algorithms, 

based on different method for reducing the original feature 

space. But those algorithms suffer due to drastically 

increasing dimensionality. In this article, we perform 

experimentation on five data sets with some popular feature 

selection algorithms SFS, SBE, FCBF, GA, mRmR, Relief 

and FCBF+SFS. The result shows that SFS outperforms the 

other algorithms in improving classification accuracy. 

 

Keywords-feature selection, Data mining, classification; 

filter, wrapper, hybrid. 

 

 

Introduction 
Data sets containing hundreds and thousands of features 

(variables or attributes) are said to be high dimensional. High 

dimensional data contain irrelevant, noise and weakly 

informative features along with the most useful (relevant) 

features for learning process. Data pre-processing is the most 

essential step to be followed, before applying any data mining 

tasks. Data cleaning, Data Integration, Data Transformation 

and Data Reduction are the categories of data pre-processing 

techniques. Feature Selection or subset selection is a Data 

Reduction technique. It determines the optimal feature subset 

with minimal number of most relevant features. 

Classification [1] is one of the most useful data mining tasks, 

used for describing the data classes from the dataset. It 

involves in building a model or classifier by analyzing the 

training data, Model accuracy is then estimated using the 

testing data. Presence of irrelevant and redundant features, 

affects the accuracy of classification algorithms [2]. Feature 

Selection, as a pre-processing step plays an important role in 

improving the classification accuracy and efficiency [3]. 

Feature Selection method has four basic steps, subset 

generation, subset evaluation, stopping criterion and 

validation [4]. 

On the basis of evaluation approach, used in subset evaluation 

step, the feature selection methods are broadly classified into 

filter, wrapper and hybrid methods [5]. Filter method 

evaluates the goodness of feature subset, by exploiting the 

inherent characteristics of the training data, independent of 

any learning algorithm [6]. Advantages of Filter methods are 

its high computational efficiency and generality. But it does 

not always produce satisfactory result. Wrapper method uses 

the predictive accuracy of a learning algorithm, as an 

evaluation measure. This method guarantee better result, but it 

is more computationally expensive when it is applied to large 

data set [7]. Due to this reason, wrapper method is not usually 

preferred. Hybrid method combines the filter and wrapper 

methods[8][17][18][19][20]. It takes the advantages of both 

filter and wrapper methods. In this method, filter method is 

first applied to the original data set to get the reduced feature 

subset. Wrapper method is then applied to the reduced feature 

subset to obtain the optimal feature subset [9]. 

This paper compares the following feature selection 

algorithms: Sequential Forward Selection (SFS), Sequential 

Backward Elimination (SBE), Genetic Algorithm, Relief, Fast 

Correlation-Based Feature Selection (FCBF), and minimum 

Redundancy maximum Relevance (mRmR). 

In the remainder of this paper, Section 1 discusses the existing 

feature selection algorithms, Section 2 presents the description 

about dataset chosen for experimentation, Experimental 

results are discussed in the Section 3, and section 4 provides 

conclusion of this work. 

 

A. Feature Selection Algorithms 

i. Relief 

Relief [10] is a well known feature selection algorithm which 

depends on Relevance Evaluation. A feature is selected if its 

weight of relevance is greater than a threshold value, where 

the relevance of feature is estimated on the basis of how well 

their values distinguish between the instances of the same and 

different classes that are nearer to each other. 

Relief Algorithm is very scalable to data set with increasing 

dimensionality. It cannot eliminate the redundant features. It 

selects the features if they are relevant to the class concept 

even though they are highly correlated to each other. 

Redundant features affect the speed and accuracy of learning 

algorithm (Hall 2000, Kohavi & John 1997). 

 

ii. Fast Correlation Based Filter (FCBF) 

FSBF[11] uses predominant correlation as a goodness 

measure, which is based on symmetric uncertainty(SU). 

SU(X, Y) =  
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Information Gain, IG(X|Y) = H(X) – H(X|Y) 

Information Gain[12] measures the dependence between the 

feature and the target class. If X represents a feature and Y 

represents the class labels, IG is calculated as, 

IG(X|Y) = H(X) – H(X|Y) 

H(X) is the entropy of X and H(X|Y) is the entropy of X after 

observing Y. Entropy(H) measures the uncertainty associated 

with a random variable. 

Entropy, H(X) =  

H(X|Y) =  

Features with highest IG (maximum value is 1), is relevant to 

the target class. According to FCBF, a feature Fi is selected if 

it is predominant in predicting the target class(C). A feature Fi 

is predominant iff SUi, c   δand , there exists 

no such that the SUj, i  SUi, c 

It drastically reduces the dimensionality of high dimensional 

data set and improves the classification accuracy. 

 

iii. Genetic Algorithm 

Genetic Algorithm is a global search technique [12][16], 

based on natural evolutionary process. Selection, Crossover 

and mutation are the three operators of GA. The idea behind 

the GA is the Darwin’s theory of survival of the fittest [13]. A 

population consists of a number of individuals or candidates. 

Each individual is characterized by its chromosome (a string 

of symbols). Fitness function is applied to evaluate the fitness 

of the individuals. The selection operator uses the fitness 

function to select a good string (an individual with high 

fitness), for breeding a new generation or offspring. The 

Crossover operator generates better offspring by combining 

the good strings. The Mutation operator alters one or more 

components of a selected string to retain genetic diversity 

from one generation to the next. The population is then 

evaluated in each generation for termination of the algorithm. 

The three operators of GA are applied repeatedly and re-

evaluated, until the termination condition is met. 

 

iv. Minimum Redundancy Maximum Relevance 

Minimum Redundancy Maximum Relevance [14] uses mutual 

information as a measure of relevance. The maximum 

mutually dissimilar features are selected to achieve minimum 

redundancy. The minimum redundancy condition is given by 

Min WI, WI =  The Maximum relevance 

condition is given by Max VI, VI= , where I(x, 

y) is the mutual information of variables x and y, I(x, 

y)=  

MRMR improves the class prediction accuracy. 

 

v. Sequential Forward Selection 

Sequential Forward Selection [15] is the greedy search 

algorithm. It starts with an empty set, features which increases 

the value of objective function are sequentially added to the 

feature set. SFS produces better results when there are a small 

number of features in the optimal feature subset. It uses the 

following steps to select the relevant features. 

Step 1: Start with an empty set S={ } 

Step 2: Select the relevant feature x, which maximizes the 

function f(S+x), x  S 

Step 3: Add the feature x to S. 

Step 4: Go to step 2. 

 

vi. Sequential Backward Elimination 

Sequential Backward Elimination [15] is also referred as 

Sequential Backward Selection. It is the reverse process of 

sequential forward selection. It starts with the complete set of 

features; the features that decrease the value of objective 

function (irrelevant features) are removed one by one 

sequentially. The removal of an irrelevant feature increases 

the value of objective function. SBE performs best when there 

are a larger number of features in the feature subset. The 

following steps are involved in the SBE algorithm. 

Step 1: Start with the entire set FS. 

Step 2: Remove the irrelevant feature x from feature set FS. 

Step 3: Update FS= {FS-x} 

Step 4: Go to Step 2. 

 

 

COMPARISON OF FEATURE SELECTION ALGORITHMS 

This section compares the algorithms SFS, SBE, GA, FCBF, 

Relief, MRMR and one hybrid algorithm (FCBF + SFS). The 

efficiency of algorithms is analyzed in terms of its 

classification accuracy and the number of features selected to 

produce the optimal feature subset. The experiment was 

conducted on five datasets which are downloaded from Keel 

dataset. The details of dataset are listed in Table 1. 

 

TABLE 1: Datasets used in the experiment 

 

Dataset Features Instances Classes 

Wdbc 30 569 2 

Ionosphere 33 351 2 

Spectfheart 44 267 2 

Sonar 60 208 2 

Heart 13 270 2 

 

 

EXPERIMENTAL RESULTS 
Naïve Bayesian classifier is used in this experimentation to 

test the classification accuracy of optimal feature subset 

selected by different feature selection algorithms. The 

experiment was conducted using Rapidminer tool. The results 

are listed in Table 2. It shows the classification accuracies and 

the number of features selected by SFS, SBE, GA, FCBF, 

Relief, mRmR and a hybrid algorithm FCBF + SFS. The 

results are also compared with the classification accuracy of 

entire feature set. 

The experimental results show that the optimal feature subset 

selected by SFS contains 4 average numbers of features and 

has the highest average classification accuracy 85. 91%. The 

next highest accuracy is achieved by SBE, but it has failed to 

meet the main goal of feature selection: the best feature subset 

should be as small as possible. 

The average classification accuracy of GA is 82. 42%, which 

outperforms the mRmR algorithm its average accuracy is 78. 

88%. The algorithms FCBF, Relief and mRmR select the least 

number of features when compared with SBE and GA. 
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SFS is a wrapper algorithm. The demerit of wrapper algorithm 

is its time complexity when applied to large datasets, but it 

guarantees good result. FCBF is a Filter algorithm. The filter 

algorithms are highly computational efficient and does not 

produce satisfactory result all the time. The hybrid algorithm 

takes the advantages of both filter and wrapper approaches. 

FCBF is first applied to the dataset. Then SFS is applied to the 

reduced feature subset to obtain the optimal feature subset. 

The results reveal that the hybrid algorithm-the combination 

of FCBF and SFS, selects the least average number of features 

when compared with the other algorithms and its average 

classification accuracy is 79. 12%. 

 

TABLE 2 : Accuracy and No. of features selected with 

different algorithm tested by Naïve bayes classifier 

 
Dataset All 

Features 

Accuracy 

SFS SBE FCBF GA 

Accuracy Features Accuracy Features Accuracy Features Accuracy Features 

Wdbc 94.02% 97.01% 4 94.90% 25 93.15% 3 94.73% 9 

Ionosphere 90.60% 91.74% 4 91.17% 31 74.07% 2 90.88% 14 

Spectfheart 69.29% 79.40% 1 70.79% 42 79.40% 1 71.91% 19 

Sonar 73.08% 75.48% 2 71.15% 58 62.02% 3 71.63% 35 

Heart 86.30% 85.93% 7 85.93% 11 83.70% 6 82.96% 6 

Average 82.66% 85.91% 4 82.79% 33 78.47% 3 82.42% 17 

 

TABLE. 2. Accuracy and No. of features selected with 

different algorithm tested by Naïve bayes (CONTINUED) 

 
Dataset All 

Features 

Accuracy 

MRMR Relief FCBF+SFS 

Accuracy Features Accuracy Features Accuracy Features 

Wdbc 94.02% 91.04% 5 90.86% 3 93.35% 2 

Ionosphere 90.60% 92.59% 7 90.03% 7 72.08% 1 

Spectfheart 69.29% 79.40% 1 71.16% 3 79.40% 1 

Sonar 73.08% 57.69% 1 74.04% 4 67.79% 2 

Heart 86.30% 73.70% 6 76.30% 3 82.96% 4 

Average 82.66% 78.88% 4 80.48% 4 79.12% 2 

 

 
 

Fig. 1 Classification Accuracy 

 

 
 

Fig. 2. Number of Features selected by different 

algorithms 

Conclusion 

Feature selection plays an important role in Data Mining 

process. It is one of the essential data pre-processing tasks. 

The main objective of feature selection is to determine an 

optimal feature subset as small as possible. And it should also 

achieve the highest prediction accuracy. Experimental result 

on five datasets shows that the hybrid approach can improve 

classification accuracy reasonably and it also selects minimum 

number of features for finding the optimal feature subset, 

when compared with the filter and wrapper methods. The 

study shows that FCBF+SFS select the minimal number of 

features when compared to the other algorithms. Our work 

concludes that the best combination of filter and wrapper 

method can improve the prediction accuracy with minimum 

number of features. 
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