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Abstract 

With the rise of social networks such as Facebook and 

Twitter, the problem of spam with a malicious purpose has 

become larger and more intractable. In this paper, we present 

an efficient method for detecting spam on Twitter. Especially, 

in order to efficiently extract feature values of the classifier 

model for the detection of spam, this paper propose methods 

for detecting spam based on the incremental mining approach 

using the only incremental data rather than a batch process 

using the entire data. And, we evaluated by experiment that 

classification accuracy of the proposed method is maintained, 

and time efficiency of the proposed method is improved more 

than existing batch process. 

 

Keywords: Social networking service, Spam Detection, 
Incremental Mining, Feature Extraction. 

 

 

Introduction 

Social Networking Service (SNS) is internet service to enable 

people to have relationship with their acquaintances and other 

people that they don‟t know. In SNS, it is possible to create an 

account quickly through a simple subscription process, have 

relationship with multiple users easily, and share messages. 

For the reason, some people can request a relation and post a 

message for impure purposes, and thus spam actions polluting 

SNS can frequently occur. In order for spam detection, most 

researchers use supervised learning technique based on 

artificial intelligent machine learning. The SNS spam 

detection technique based on the supervised learning uses 

training data to identify the features that are used to 

distinguish spam from non-spam, extracts relevant values to 

make a classifier model, and predicts spam and non-spam 

through the learned classification model. In this case, 

identifying the features used to separate spam from non-spam 

effectively and extracting relevant values significantly 

influence classification performance. In fact, predicting 

spammers in the way of extracting the feature values from all 
data every time is an inefficient process. Therefore, this study 

proposes an incremental feature extraction method in which 

features are extracted in consideration of a data increment 

only in extracting the feature values necessary to detect spam 

in SNS. 

This paper is comprised of as follows: section 2 describes 

related works on incremental mining and existing SNS spam 

detection; section 3 explains the proposed incremental feature 

extraction method; section 4 presents the results of the test 

conducted in the application of the proposed method; section 

5 shows the drawn conclusion. 

 

 

Related Work 

In data mining, it is inefficient to perform mining with all data 

every time to process mass data and find a mining pattern. 

Incremental mining is applied mainly to association rule 

mining used to find a sequential pattern [1, 2, 3], and scans 

newly added data only, not the whole previously mined data, 

in creating a data pattern and a rule [7]. The incremental 

mining method used to be applied to the studies on 

Betweenness Centrality [4] and Closeness Centrality [5] 
which were aimed at measuring centrality of one node in the 

dynamic SNS network structure, and to the study on finding a 

node aggregate with similar tendencies [8]. 

With regard to the works related to SNS spam detection, there 

is the research [12] that proposed spam detection framework 

in consideration of messages, users, and user relationship [12], 

and Defensios system that detects spam messages in Facebook 

was proposed [15]. The system based on SVM (Support 

Vector Machine) detects malicious messages and URLs 

mainly. Also, the spam detection system based on logistic 

regression analysis technique was proposed in consideration 

of Twitter words and URLs [13]. The proposed method [9] 

was to use the number of friends and the number of friend 

requests in Twitter, and clustering technique to analyze the 

association structure of messages and identify the features 

necessary to separate from legitimate messages. The spam 

classification method [10] analyzed such features as the 

number of message transmissions to users who had no 

relations. Although the proposed method [10] achieved higher 

accuracy, it used a relatively smaller amount of data. 

Therefore, if a massive amount of data is used, it is hard for 

the method to guarantee its performance and efficiency. 

Social-Honeypot suggested relatively many features of 
Twitter users, conducted spam detection test with more data 

than, and thereby proposed a classifier model with high 

classification accuracy (98.42%) [14]. Table 1 presents the 

comparison of existing works in terms of approach and data 

set. 
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TABLE.1. Existing work on SNS spam detection 

 

Author Approach Data set 

Hongyu Gao 

et al.[9] 

SVM Algorithm, Total of 

6 features including 

Average time interval 

217,802 posts in 

Facebook and 

467,390 tweets in 

Twitter, as spam 

Maarten 

Bosma et 

al.[10] 

HITS Algorithm, Relation 

between messages, 

Authors, User spam 

reports, Reporters 

28,998 spam reports, 

13,188 messages, and 

9,491 users 

Jonghyuk 

Song et 

al.[12] 

Total of 11 features 

including Mentions sent to 

non-followers 

1,000 non-spammers, 

300 spammers 50 

tweets per user 

Lee, K. et 

al.[14] 

Random Forest 

Algorithm, Total of 19 

features including the 
length of the screen name 

41,499 user, 

5,643,297 post in 

Twitter 

 

 

This paper referred to research on Social-Honeypot which is 

described in detail as follows. 

To collect the training data necessary for classification 

learning, Social-Honeypot arranges multiple software agent 

accounts (Honeypot) in internet and collects the accounts with 

which unwanted friend requests are tried. In the Social-

Honeypot environment, message transmission and friend 

request can be tried between Honeypot accounts. Therefore, a 

non-Honeypot account that made a friend request to a 

Honeypot account is considered to be contents polluter or 

spam. And, the user profiles of the induced accounts, 

relationship between users, messages, and user history 

information were analyzed, and thus a total of 19 features 

were identified. The identified features are presented in the 

following: 

 User Profile: Length of the screen name, length of the 

user description, and longevity of the account 

 User Relationship: Number of followers, number of 

followings, ratio of followings to followers, 

percentage of bidirectional friends, percentage of 

bidirectional followers, standard deviation of unique 
numerical IDs of the followings, and standard 

deviation of unique numerical IDs of the followers 

 User Contents: Number of posted tweets, number of 

posted tweets per day, average number of links in a 

tweet, average number of unique links in a tweet, 

average number of @usernames in a tweet, average 

number of unique @usernames in a tweet, average 

content similarity over all pairs of tweets posted by a 

user, and ratio of the uncompressed to the 

compressed size of tweets 

 User History: Average daily change of the number of 

followings over a period of time for each user 

 

Social-Honeypot identifies such various features, calculates 

their values, and creates a classifier model to predict 

spammers. 

Previous studies including the above Social-Honeypot are 

based on batch process in which feature values are extracted 

from all data at every time when feature values are extracted 

in order for classification prediction. Therefore, this study 

proposes an incremental feature extraction method which uses 

newly accumulated data only without batch process of all data 

every time in order to extract feature values and thereby can 

efficiently predict spammers. 

 

 

Incremental Feature Extraction Method 

Incremental mining is aimed at using knowledge of previous 

mining result and newly added data and thereby producing the 

same result as the batch process of all data. As shown in Fig. 

1, this study proposes a method to extract feature values on 
the basis of incremental mining approach. 

 

 
 

Fig.1. Incremental Feature Extraction 

 

 

In the proposed method, incremental process is applied only 

to the feature values and knowledge of the existing data and 

newly added data and creates a classifier model. This study 

analyzed existing 19 features of Social-Honeypot and the 

features proposed by the previous research [6], and classified 

them with batch process and incremental process as shown in 

Table 2. 

 

TABLE.2. Batch Process and Incremental Process 

 

Batch Process (Thirteen 

features) 

Incremental Process 

(Seven features) 

- Length of the screen name, 

length of the user description, 

longevity of the account 

- Number of followers, number 

of followings, ratio of followings 

to followers 

- Percentage of bidirectional 
friends, percentage of 

bidirectional followers 

- Standard deviation of unique 

numerical IDs of the followings, 

standard deviation of unique 

numerical IDs of the followers 

- Number of posted tweets, 

number of posted tweets per day 

- Ratio of the uncompressed to 

the compressed size of tweets 

- Average number of links 

in a tweet, average number 

of unique links in a tweet 

- Average number of 

@usernames in a tweet, 

average number of unique 

@usernames in a tweet 
- Average content similarity 

over all pairs of tweets 

posted by a user 

- Average daily change of 

the number of followings 

over a period of time for 

each user 

- Average daily change of 

the number of messages a 

user has posted over a 

period of time per user [6] 
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The features classified by batch process are related to user 

profile and relationship. In terms of user contents features, 

there are „the number of messages‟, „the average number of 

daily messages‟, and „message compression ratio‟. When the 

values of the features-„user profile‟, „user relationship‟, „the 

number of messages‟, and „the average number of messages‟-

are obtained through the execution of Twitter API each time, 

it is possible to extract the feature values suitable to mining. 

The „message compression ratio‟ means the ratio of the size of 

an original message size and the size of its compressed 

message. When the feature values are calculated with all data, 

it is possible to extract accurate values. Therefore, batch 
process is effective. 

The features classified by incremental process are mostly 

related to user contents and history. To extract the feature 

values, this study defined and applied the following heuristic 

formulas. 

 

 Average number of links in a tweet 

(PreVal×PreMsgNum+URLNum)/TotalMsgNum  (1) 

 

 Average number of unique links in a tweet 

(PreVal×PreMsgNum+UniqueURLNum)/TotalMsgNum  (2) 

 

The formulas (1) and (2) are about the ratio of URL inclusion 

in messages ((2) excludes duplication). A spam message tends 

to have a higher value than a legitimate user‟s message. The 

ratio of previously extracted URLs without scanning of 

existing data messages (PreVal), the number of URLs 

(URLNum) extracted through scanning of the added data to 

the existing message number (PreMsgNum), and the total 

message number (TotalMsgNum) are applied to the formulas 

for calculation. The below (3) and (4) represent the formulas 

for the ratio of „@‟ inclusion in message. „@‟ is used when a 

message is sent to a particular user. A spam message tends to 
have a smaller value than a legitimate user‟s message. They 

are calculated in the same way as the formulas (1) and (2). 

 

 Average number of @usernames in a tweet 

(PreVal×PreMsgNum+AtNum)/TotalMsgNum  (3) 

 

 Average number of unique @usernames in a tweet 

(PreVal×PreMsgNum+UniqueAtNum)/TotalMsgNum (4) 

 

 Average content similarity over all pairs of tweets posted 

by a user 

(PreVal×PrePair+Val×Pair+AddVal×AddPair)/  

(PrePair+Pair+AddPair) (5) 

 

The formula (5) is average contents similarity over all pairs of 

messages posted by a user. In formula, contents similarity is 

calculated by using the cosine similarity algorithm the same as 

Social-Honeypot. A spam message tends to have a larger 

value than a legitimate user‟s message. Existing similarity 

average value (PreVal), the similarity average value (Val) of 

an added message, the similarity average value (AddVal) of 

the pair of existing message and the added message are 

calculated. The number of each message pair (PrePair, Pair, 
AddPair) is applied to the formula in order for incremental 

process. 

 Average daily change of the number of followings over a 

period of time per user 

 

(6) 

 

The formula (6) is used to calculate the average daily change 

of the number of friend requests over a certain period. A spam 

message tends to have a larger value. In consideration of the 

formulas of Social-Honeypot [14], existing change ratio 

(PreVal), a period (Period), the number of friend requests 

today (Following), and the number of friend request previous 

day (PreFollowing) are applied in order for incremental 

process. 

 

 Average daily change of the number of messages a user 

has posted over a period of time per user 

(PreVal×(Period-2)+|MsgNum-PreMsgNum|)/(Period-1)  (7) 

 
The 'average change of the number of messages' used in this 

study is the feature proposed by the previous research [6]. The 

average change of the number of messages posted by a user 

over a certain period of time is calculated. A spam message 

tends to have a larger value. As shown in the formula (7), 

existing change (PreVal), a period (Period), the number of 

messages today (MsgNum), and the number of messages 

previous day (PreMsgNum) are applied in order for 

incremental process. 

As shown above, this study classified the features for 

incremental process, defined formulas, and extracted feature 

values. 

The next section describes the experimental result to evaluate 

the performance of the proposed method. 

 

 

Experimental result 

This section presents the experiment and evaluation of the 

proposed method, and describes experimental dataset. 

 

A. Dataset 

For the experiment of the proposed incremental feature 

extraction method, the data of Social-Honeypot [14] are used. 
Social-Honeypot consists of 19,276 legitimate users (46.4%), 

22,223 contents polluters (53.6%). In terms of messages, the 

number of legitimate users‟ messages is 3,263,238, and the 

number of polluter messages is 2,380,059. The details of the 

dataset are shown in Table 3. 

 

TABLE.3. Details of the Social-Honeypot data 

 

File 

Name 

Format 

Profile.

txt 

UserIDCreatedTimeCollectedTime Followings 

Followers Tweets LenOfScreenNameLenOfDesc 

Tweets.

txt 

UserIDTweetID Tweet CreatedTime 

Followi

ngs.txt 

UserIDSeriesOfNumberOfFollowings 

Supple

ment.tx

t 

UserIDrateOfBifriendsOfFollowingsrateOfBifriend

sOfFollowersSDofFollowingsSDofFollowers 
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Social-Honeypot had arranged legitimate users from Feb. 

2007 to Nov. 29, 2009, and had induced spam from Apr. 2007 

to Aug. 2010, during which the period of intensively inducing 

spam data was from Dec. 30, 2009 to Aug. 2, 2010. With the 

Social-Honeypot data, this study redesigned the original data 

in order to meet its purpose and test its proposed method 

effectively. As a result, Twitter data, which had been posted 

from Oct. 31 to Nov. 29, 2009 (30days), the period when 

legitimate users and polluter were collected equally, were 

redesigned by day and then incremental feature extraction test 

was conducted. Over the 30 days, 2,523,219 messages of 

legitimate users and 78,847 of polluter messages were used 
for the test of this study. 

 

B. Experiment and evaluation 

In the experiment, existing batch process and the incremental 

process proposed in section 3 are applied to extract feature 

values, and comparison evaluation between the two methods 

was made in terms of accuracy and time-efficiency. The 

experiment was implemented with C language in Windows 7, 

and its hardware system has Intel(R) Core(TM) i7-2600k 3.40 

GHz CPU and 8GB RAM. A classifier model was created by 

each method, and its accuracy performance was measured 

with Weka toolkit Version 3.7.6 [11]. Twenty features were 

measured by batch process and by incremental process. As the 

result, the accuracy of both methods was 99.427%, equally. 

With the experimental dataset daily redesigned over 30 days, 

the extraction time of batch process and of incremental 

process by day was measured. As shown in Table 4, when the 

average time was measured, the seven features extracted by 

incremental process had shorter time on average than by batch 

process. 

 

TABLE.4. Average time of the feature extraction over 30 

days 
 

Process Feature Batch 

(min:sec) 

Increment 

(min:sec) 

- Average number of links in a 

tweet, average number of unique 

links in a tweet 

- Average number of @usernames 

in a tweet, average number of 

unique @usernames in a tweet 

00:1.777 00:0.192 

- Average content similarity over 

all pairs of tweets posted by a user 

19:52.688 01:32.760 

- Average daily change of the 

number of followings over a period 

of time for each user 

00:0.077 00:0.035 

- Average daily change of the 

number of messages a user has 

posted over a period of time per 

user 

00:1.225 00:0.109 

 

 

Especially, it takes a lot of time to extract the value of the 

feature „message similarity average‟. When it was extracted 

by incremental process, around 18 minutes and 30 seconds 

shortened. Fig. 2, Fig. 3, Fig. 4, and Fig. 5 illustrate the 

comparison of feature values over 30 days. 

 
 

Fig.2. Extraction time of the number of URL, unique URL, 

@, and unique @ per message 

 

 
 

Fig.3. Extraction time of the average content similarity 

over all pairs of message 

 

 
 

Fig.4. Extraction time of the change rate of the number of 

followings 

 

 
 

Fig.5. Extraction time of the average change rate of the 

number of the messages 
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As shown in the figures, daily data are accumulated and 

increased so that batch process based on all data causes rises 

in the extraction time of feature values with the lapse of time. 

On contrary, since incremental process extracts feature values 

only with the use of a daily increment in data, its extraction 

time changes a little with the lapse of time. 

 

 

Conclusion 

This paper proposed an incremental feature extraction method 

to detect spam efficiently in SNS. Unlike the batch mining 

process based on all data to extract the feature values of a 
classifier model for spam detection, the proposed incremental 

mining method took into account a data increment only to 

extract feature values. For the method, the formulas to identify 

the features for incremental process and extract the feature 

values were defined. Based on the formulas, the extraction 

experiment of batch process and of the proposed incremental 

process had been conducted over 30 days. As the result, the 

proposed method had the same accurate classification 

performance as batch process and showed better time-

efficiency than batch process. 
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