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Abstract 
 

For speech signal denoising we use cellular automata concept. For denoising 
we use two different methods that is hard thresholding and soft 
thresholding. Here we will corrupt the speech signal by babble noise at 
different signal to noise ratio levels. typically 0 dB, 5 dB, 10 dB and 15 dB. 
Using matlab we will simulate and find the results. Here we used hard 
thresholding and soft thresholding methods to calculated & compared Output 
Signal to Noise Ratio and Mean Square Error, and we found that at all input 
SNR levels the Soft thresholding method performs far better than hard 
thresholding method. Soft thresholding method shows a good 35.17 dB 
improvement in output SNR while using hard thresholding method the 
improvement in output SNR is very low just 21.79 dB. 
 
Abbreviation — CA Cellular Automata, FT Fourier Transform, STFT Short 
Time Fourier Transform 
 
Key words : Cellular Automata, Denoising, Thresholding, MSE Mean square 
error, SNR signal to noise ratio 

 
 
1. INTRODUCTION 
There are different types of noises present in the environment. These are white 
noise, pink noise, babble noise etc. these noise signals corrupt the speech signal. 
When these noisy signal is received at the receiver, the noises are removed to get back 
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the original signal. The process of removing noise signal from the speech signal 
received is known as speech denoising. 

In Speech processing, the noise signal deteriorates the quality of speech signal, 
so removing noise from speech signal is an area of interest for the researchers of this 
decade. 

For speech denoising we generally use Wavelet transform methods. There are 
different applications of wavelet transform, such as 1D or 2D biomedical signal 
analysis, in video coding and forecasting, wavelet modulation in communication 
channels, producing & analyzing irregular signals or images etc 

For speech denoising we can also use concepts of Cellular automata. By using 
cellular automata we can analyze according to scale. CA can decompose a signal into 
several neighbors and each neighbor represents different frequency bands. these 
neighbors also determines the approximate value the position of signals instantaneous 
structures. Such a property can be used for removing the noise. the information of the 
signal to be analysed is not there,but CA select information from speech signal 
without reducing its quantity. 

Other way, CA takes all neighbor hood component of speech signal and 
transforms convert a signal into a series and it provides a way for analyzing the 
waveforms, the waveforms are bounded with frequency and duration. This helps us 
for storing signal more efficiently than by Fourier transform. Cellular Automata is 
preferred over Short Time Fourier Transform and Fourier Transform, as it provides 
multi-resolution. for the purpose of speech denoising various CA based methods have 
been proposed One of the method is based on the thresholding of the signal, here each 
Cellular automata coefficient of the signal is compared with a set threshold value,if 
the Cellular automata coefficient value is less than the set threshold value, then the 
output is made zero, else it is slightly reduced in amplitude. For denoising we use Soft 
Thresholding and Hard Thresholding methods. We use Cellular Automata to remove 
noise from a speech signal, for this we have to identify the components which contain 
the noise, and then we have to reconstruct the signal without those components. 
 
 
2. CELLULAR AUTOMATA 
cellular automata concept is based on cell, state of different cell, their neighbors and it 
is governed by different rules. As time advances at discrete steps, the state of the new 
cell is determined by the state of the present cell along with the state of its 
neighboring cell, that too according to a specific rule. 

The rules of cellular automata are local and uniform. There are different 
models of cellular automata, they are one dimensional C.A, two dimensional C.A and 
three dimensional C.A. One dimensional C.A with two states consist of line of cells 
with values “0” and “1”. 

If we are using One dimensional C.A with n- states, than each cell can have 
any integer value from 0 to n-1. The local rule will determine the status of next cell 
and the value of cells are updated at each discrete time steps. It means that the local 
rule will control the evolution of cellular automata model. 
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We can define cellular automata model as follows [1]. A cellular automata is a 
4 – tuple ( L,S,N,F), here L  regular lattice of cells, S  finite state of cells, N  
finite set of neighbors which indicates the position of a cell in relation to other cells of 
the lattice N, and F  is a function which will assign a new state to a cell. 
where ܨ: ܵ|ே| ՜ ܵ . There are 256 ሺ2଼ ൌ 256ሻ  kinds of different local rules. 
Therefore, S. Wolfran numbered for elementary cellular automata by its local rules 
and studies it deeply. The results shows that even through elementary cellular 
automata is so simple, their space configuration which it presents is extraordinary 
complex. 

Table. 1 shows a 1D binary state nearest neighbor cellular automaton. The 
lattice configuration is 7 cells wide and is shown at two successive time steps that is at 
t=0 and at t=1. 

In this example, the local neighborhood configuration of the third cell ( 1 ) at 
time step t = 0 is “1-1-1” (the current values of the second, third, and fourth cells), and 
from the lookup table we can that this cell will be in state “0.66” at the next time step 
t = 1. All cells in the lattice are updated in a similar way and simultaneously. 

 
Table 1: Initial contribution and after updates 

 
0 1 1 1 1 1 0 

0.33 0.66 1 1 1 0.33 0.66 
 
 
3. STRUCTURE OF THE NEIGHBORHOODS 
[As the speech signal is a two dimensional, here we use two dimensional cellular 
automata model. In two dimensional cellular automata model, we can use triangular 
lattice structure or square lattice structure or hexagonal lattice structure, but for 
speech signals the results using square lattice is far convincing as compare to other 
lattice structures, so here we have used square lattice for analysis. Each speech sample 
is of 16 bits. Initially we consider original signal at time t=0. 

There are two types of neighborhood structures, first von Neumann 
neighborhood structure and second moore neighborhood structure. Also there are 
number of rules of cellular automata. So for denoising the speech signal we have to 
find the type of neighborhood structure and depending on this we will select the rules 
of cellular automata. 

The cell on right and left, and the cell above and below are called von 
Neumann neighborhood of this cell. as only the next layer is considered therefore the 
radius of this definition is 1. As there are four neighboring cells and including itself, 
the total number of cells become 5 [2] as given in equ (1) 

 ܰሺܫ, ݆ሻ ൌ ሼሺ݇, ݈ሻ∈ ܮ ׷ |݇ െ ݅| ൅ |݈ െ ݆|  ൑ 1ሽ ሺ1ሻ 
 

where, ݇ is the number of states for the cell and ݈ is the space of speech signal. 
As in von Neumann neighborhood, there are total 5 cells including itself ( 1 + 

4 neighbours), but in moore neighborhood there are total 9 cells including itself ( 1 + 
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8 neighbours), The cell on right and left, and the cell above and below plus 4 diagonal 
cells. This is represented by the equation (2) 
 ܰሺܫ, ݆ሻ ൌ ሼሺ݇, ݈ሻ∈ ܮ ׷ ݇|ݔܽ݉ െ ݅|, |݈ െ ݆| ൑ 1ሽ ሺ2ሻ 
 

The state of the target cell at time ݐ ൅ 1 depends on the states of itself and the 
cells in the neighbourhood at any time t, this is represented in equation (3) 
 ௜ܵ,௝ሺݐ ൅ 1ሻ ൌ ݂ሺ ௜ܵିଵ,௝ିଵሺݐሻ, ௜ܵାଵ,௝ሺݐሻ, ௜ܵିଵ,௝ାଵሺݐሻ, ௜ܵ,௝ିଵሺݐሻ, 
 ௜ܵ,௝ሺݐሻ, ௜ܵ,௝ାଵሺݐሻ, ௜ܵାଵ,௝ିଵሺݐሻ, ௜ܵାଵ,௝ሺݐሻ, ௜ܵାଵ,௝ାଵሺݐሻ ሺ3ሻ 
 

The concept of structuring element is used to compare the central amplitude of 
speech signal with the amplitude of neighboring cells, as shown in the equation (4) 
ܧܵ  ൌ ,ᇱ݁ݎܽݑݍݏሺԢ݈݁ݎݐܵ  ሻ ሺ4ሻݓ
 

This creates a square structuring element with a width of ݓ  samples.the 
integer ݓ must be a positive integer scalar as shown in the table 2: 

 
Table 2: Nine neighbourhood structure 

 
i-1, j-1 i-1, j i-1, j+1 

i, j-1 i, j i, j+1 
i+1, j-1 i+1, j i+1, j+1 

 
 
4. MODIFIED UNIVERSAL THRESHOLD 
By using multi resolution concept we will remove the babble noise from the noisy 
signal. For removing the noise from a noisy signal, selection of threshold value is very 
important, if the threshold value is very low, it will be very inefficient in removing the 
noise that is at the output we will be getting speech signal with large amount of noise 
and if we select threshold value somewhat large, than it will remove noise signal 
efficiently but at the same time some part of speech signal will also be removed. So 
Donoho and Jonstone [4] developed the method for selection f the threshold value and 
it is called universal threshold. Different values of universal threshold was 
proposed[5] 
 hr ൌ σnඥ2Log2ሺNሻ ሺ5ሻ 
 

Where ݊ߪ is standard deviation of noise and N means number of samples of 
noise. The threshold value obtained by using equation (1) is very high. 

So a new Universal threshold was proposed in [6] and it is modified by factor 
‘k’, this is done in order to get higher quality of output signal: 
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ݎ݄ݐ  ൌ ݇.  2ሺܰሻ ሺ6ሻ݃݋ܮඥ2݊ߪ
 
In the course of our research we find that we use two factors k and m, then we 

get a new threshold value which shows better results in retrieving the original speech 
signal from the noisy signal. This topic is discussed in next section 
 
 
5. SOFT AND HARD THRESHOLDING 
There are two methods, soft thresholding method and hard thresholding method to 
estimate the cellular automata coefficients in speech signal threshold denoising.[7] by 
using hard thresholding method we zeros out the small coefficients, this results in 
efficient representation of signal. By using soft thresholding we can soften the 
coefficient value which are greater than threshold value, by decreasing them to the set 
threshold value. But it is found that by applying thresholding, perfect reconstruction 
of speech signal (original) is not possible. 

Hard thresholding is a process where we set to “0” the elements whose 
absolute values are less than threshold value (thr). Hence we can say that hard 
threshold signal are those signal whose values are more than threshold value. that is 
hard threshold signal (x) is, if ݔ ൒ ݔ and it is 0 if the value of ݎ݄ݐ ൏  .ݎ݄ݐ

In Soft thresholding, it first sets to zero the elements whose absolute value is 
less than threshold and then it shrinks the non zero coefficients to zero value. if ݔ ൒ .ሻݔሺ݊݃݅ݏsoft threshold signal is ሺ ,ݎ݄ݐ ሺݔ െ ݔ ሻሻand ifݎ݄ݐ ൏  soft threshold ,݄ݐ
signal is 0. Hard thresholding is very simple but but by using soft thresholding, 
denoising performance is improved. soft thresholding has also nice mathematical 
properties. 
 ுܶ஺ோ஽ሺݔሻ ൌ ൜ݔ| ݔ| ൒ |ݔ| 0ݎ݄ݐ ൏  (7)  ݎ݄ݐ

 

ௌܶ௢௙௧ሺݔሻ ൌ ൝ .ሻݔሺ݊݃݅ݏ ሺݔ െ ݔ ሻݎ݄ݐ ൒ െ 0ݎ݄ݐ ݎ݄ݐ ൑ ݔ ൏ .ሻݔሺ݊݃݅ݏ ݎ݄ݐ ሺݔ ൅ ݔ ሻݎ݄ݐ ൏ െ(8)  ݎ݄ݐ 

 
 
6. EXPERIMENTAL RESULTS 
By using MATLAB we implemented babble noise removal algorithm. For speech 
analysis there is a large collection of functions in cellular automata. At the input we 
have applied a noisy signal ( ie signal corrupted by noise). Here the speech signal is 
corrupted by a babble noise at 0 dB, 5 dB, 10 dB, 15 dB and 20 dB SNR levels. The 
noisy signal is taken in the wave format and it is sampled at a frequency of 16 khz. 

Babble noise removal algorithm is very useful when the original speech signal 
is unknown to us. Here we assume that signals having high amplitude Cellular 
Automata coefficients represents original speech signal and signals having low 
amplitude Cellular Automata coefficients represents noise signal. 
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As we are using multi-resolution analysis, the selection of proper level is very 
important. The approximated signal which is the output of LPF and then decimation 
are splitted into certain levels. Figure 1 shows the original speech signal, figure 2 
shows the corrupted speech signal and figure 3 shows reconstructed speech signal. 

 

 
 

Figure. 1: Original speech signal 
 

 
 

Figure. 2: Corrupted speech signal 
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Figure.3: Reconstructed speech signal for babble noise of 15 db using soft 
threshold 

 

 
 

Figure.4 Original speech signal Spectrogram 
 

 
 

Figure.5 Corrupted speech signal Spectrogram 
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Figure.6 Reconstructed speech signal Spectrogram for babble noise of 15 db 
using soft threshold 

 
 

Figure 4 shows the original speech signal spectrogram, figure 5 shows the 
corrupted speech signal spectrogram and figure 6 shows reconstructed speech signal 
spectrogram. 

For getting the Improved threshold value we replaced threshold thr in equation 
(6) with 
ݎ݄ݐ  ൌ ݉. ݇.  2ሺܰሻ ሺ9ሻ݃݋ܮඥ2݊ߪ
 

Where, 0 < k < 1 and 0 < m < 1. ”N” denotes number of noise samples and "݊ߪ" is standard deviation of noise. 
Here two factors k and m are used. If we fix one factor and change the other 

factor, than we get a range threshold values which helps to recover original speech 
signal for low level noise. 

By using a range of threshold values to approximation coefficients and detail 
coefficients. We use soft thresholding and hard thresholding separately. These new 
coefficients are used to construct the signal. It is found that soft thresholding gives 
better result than hard thresholding. 

In the example 1 as given in table 1, when we fix the value of factor m= 0.9 & 
changes the value of factor ‘k’ from 0.1 to 0.9, the value of Post signal to noise ratio 
also increases. 
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Table 3. Results obtained by using noise removal algorithm for the modified soft 
thresholding method (example 1) 
 

Std Dev σ k m Input MSE 
(10-4) 

Output MSE 
(10-4) 

SNR Pre 
(db) 

SNR Post 
(db) 

0.006 0.1 0.9 0.3535 0.2038 15 17.40 
0.006 0.2 0.9 0.3535 0.1253 15 19.30 
0.006 0.3 0.9 0.3535 0.0772 15 21.20 
0.006 0.4 0.9 0.3535 0.046 15 23.24 
0.006 0.5 0.9 0.3535 0.026 15 25.53 
0.006 0.6 0.9 0.3535 0.0141 15 27.99 
0.006 0.7 0.9 0.3535 0.0077 15 30.42 
0.006 0.8 0.9 0.3535 0.0042 15 32.81 
0.006 0.9 0.9 0.3535 0.0024 15 35.16 

 
 

In example 2 as given in table 4, the value of “k” and “m” are fixed, and 
analysis is done on the values of post SNR, by taking 0, 5,10,15 db of noisy signal. 

For estimating the quality of signal we use Mean square error (MSE). Table 4. 
gives relation between input MSE and Output MSE at different signal to noise ratio 
level. 
 
Table 4. Results obtained by using noise removal algorithm for the modified soft 
thresholding method (example 2) 
 

Std Dev σ k m Input MSE 
(10-4) 

Output MSE 
(10-4) 

SNR Pre 
(db) 

SNR Post 
(db) 

0.036 0.8 0.9 12.6942 0.1071 0 13.90 
0.018 0.8 0.9 3.1583 0.1013 5 16.99 
0.010 0.8 0.9 1.0822 0.0290 10 23.46 
0.006 0.8 0.9 0.3535 0.0042 15 32.81 

 
 

The value of input MSE is given by the equation 10 as given below 
 1ܰ ෍ሺ ௜ܺ െ ௜ܻሻଶ ሺ10ሻ௜  

 
Here ௜ܺ represents original signal and ௜ܻ represents the noisy signal. 
The value of output MSE is given by the equation 11 as given below 

 1ܰ ෍൫ ௜ܺ െ ௜ܺ൯ଶ ሺ11ሻ௜  
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Where, ௜ܺ  represents a reconstructed signal. 
By checking SNR we can find the amount of noise that has been removed 

from the signal. Here we have to compare Post SNR and Pre SNR, if value Post SNR 
is greater then the value of Pre SNR, then we can say that the denoising of signal took 
place. 

Signal to Noise Ratio is defined as: 
 ܴܵܰௗ௕ ൌ ଵ଴݃݋ܮ10 ቆ ௦ܲ௜௚௡௔௟,ௗ௕௡ܲ௢௜௦௘,ௗ௕ ቇ ൌ ௦ܲ௜௚௡௔௟,ௗ௕ െ ௡ܲ௢௜௦௘,ௗ௕ ሺ12ሻ 

 
In example 3 as shown in table 5, by using hard thresolding method it is found 

that results are not good as compare to analysis which is performed by making use of 
soft thresholding method. 
 
Table 5. Results obtained by using noise removal algorithm for the modified 
hard thresholding method (example 3) 
 

Std Dev σ k m Input MSE 
(10-4) 

Output MSE 
(10-4) 

SNR Pre 
(db) 

SNR Post 
(db) 

0.036 0.8 0.9 12.6942 0.1071 0 4.93 
0.018 0.8 0.9 3.1583 0.1013 5 10.61 
0.010 0.8 0.9 1.0822 0.0290 10 15.91 
0.006 0.8 0.9 0.3535 0.0042 15 21.79 

 
 
7. CONCLUSION 
Here cellular automata based filter is used for denoising speech signal corrupted with 
babble noise. Removing noise from sepech signal is performed in CA filter by 
thresholding coefficients. It is found that by using MUT, denoising is better at low 
level noise. After performing number of different analysis it is found that the results 
of soft thresholding is better than hard thresholding. If Higher threshold is used than 
the noise removal is very good, but some portion of original speech signal is also 
removed along with the noise. It is found that it is impossible to filter noise signal 
without affecting the original speech signal. We have done analysis of denoising the 
speech signal by two ways one by using signal to noise ratio (SNR) and second by 
using mean square error (MSE) analysis. 
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