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Abstract 
 

This paper presents the study of Multi Document Summarization (MDS) of 
medical documents with the help of clustering model and building 
dictionaries. This paper also tells about efficiency of the method in practical 
abstract. This paper aims to reduce the complexity of the process by using the 
sequence of different methods. A summary generated from this method is 
evaluated against human written summaries. The objective of the multi 
document summarization is to generate an efficient summary with the help of 
sequencing a series of methods and algorithms. It also takes the keyword from 
the document and makes a local dictionary which is helpful in extracting 
summary from the document.It generates dramatically better summaries than 
an extractive summaries based on sentence extraction, reordering components 
and omitting useless words or lines. This presents an inter clustering method 
that takes events, topics or points from multiple clusters as inputs and then 
selects the most salient and relevant points to make the output. This also 
provides users a control over the summarization process using different 
methods. Besides the general idea and concept, we discuss the benefits and 
limitations concerning these methods. With the aim of enhancing MDS with 
this approach we can generate a better summary.  
 
Keywords:Multi-document summarization, Clustering, Dictionary, Document 
Summarization  

 
 
Introduction 
In today’s world everything is in large quantity whether it is knowledge or anything 
else. Here we are talking about knowledge about anything. If we want to read 
something, there is large amount of data, uncountable. So you have to choose better 
because of lesser time. We don’t have time but the data or material have no limits. 
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Tolearn something, we go to the internet and tryto understand a particular thing about 
the topic in lesser time and tryto avoid reading all the details. We are trying in this 
paper to build something that can do your half work with the help of this method of an 
automatic text summarization or multi document summarization [1]. It is not easy for 
us to summarize documents manually from this large amount of data files on internet. 
The need of MDS is recently increased due to the proliferation of data on the web. For 
example, in medical field there is lots of data on the web. If a user wants to read the 
data it is not possible to read all, so here is the importance, MDS summarize the data 
files and build a new file which can contain data which is useful and short. It takes 
only the important data in the file and rest useless data is deleted (or we can say 
ignored), which saves the time of user. 

The objective of MDS is to summarize the multiple documents into a single 
document and build a summary [2]. It reduces all the useless sentences which is not 
important or might be ignored. A summary could be indicative of what type of 
particular document is about and could be informative about the whole document. 
Summary can either be abstractive or extractive [3]. In abstractive summary, the 
sentences which are selected from the document are further processed and 
restructured before putting them into final summary. While in extractive summary the 
important sentences are identified and directly put into the summary. In this case, 
summary consist of original sentences same as in the document. 

This paper focuses mainly on the informative and extractive type of summary. The 
problem of summarization was first identified by Sparck Jones and Endres-
niggemeyer in 1995. The implementation of this method is very keen in the future 
world. Our extracted summary is accurate and more effective than any other previous 
methods. Our method is based on clustering model. The concept of machine learning 
is very effective in this manner as it can increase the reliability of summary. Mainly it 
can be used for improving efficiency of the summary. And the most important thing 
of this concept is after every task it improves itself to give better summary next time. 
So it is going better after every time it works. 

This paper is organized as follows: section 2 describes about the previous work 
done in MDS. Section 3 illustrates about our proposed approach for MDS with 
architecture. Performance evaluation is done in section 4 and section 5 concludes the 
proposed work. 

 
 
Related Work 
Many researchers are working on how to get summary through different method. 
They are very good in some techniques but their basic approach is mainly based on 
text feature representation. In multi document summarization various methods are 
used to reach the goal [4]. The very first technique if we talk about is graph method 
and the results are very good. They find the length of the sentences and according to 
shortest path algorithm then embellish the summary. But through the time, clustering 
method [5] came to group similar topics in induction way. Many people find out that 
there are two types of summary that is abstractive and extractive [6]. Both have their 
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own use. Summary made through data mining be more accurate and indicative which 
is very useful for user. The resultant summary is very accurate.  

In recent years, MDS has become an important research topic. Many researchers 
had given their best thoughts to create and increase accuracy. Text mining [7] or data 
mining is also used in the research of multi document summarization. Machine 
learning [8] is a new concept for everyone. Many of us use this concept in multi 
document summarization to increase the accuracy which was very important [9]. 
System which can work on the principle of machine learning can learn from itself and 
upgrades to the new system. This means that this era’s system can work on their own 
without human interference [10]. Some researchers have made this type of machines 
and testing results are very good. Many researchers used this technology in MDS to 
increase the value of summary.Some used K-NN based method [11] to summarize the 
multi document which is also good. For checking the accuracy there is a tool called 
ROUGE [12] which helps in compare the human written summary to system made 
summary and give points to the summary.  

Many researchers used both extractive and abstractive simultaneously (half of the 
summary is extractive and half is extractive) that depends on the length of the 
sentences [13]. Like a big sentence which is considered to be important used 
abstractive and short length sentences used extractive [14]. This is good for very long 
sentences and considered to be important. Some used different method for presenting 
a summary. This is very important that how you present your result? So, many have 
used many different techniques to present the summary. Use of naïve algorithm is 
very common in ordering of sentences. Other is Chronological Ordering (CO). This is 
very easy to use and give the best result. Many researchers have written thesis on the 
use of CO [15]. This can help in presenting a summary in front of user that a user can 
easily understand that of what is written about the topic. We used some of the 
common techniques which can be used before but we used in a different manner with 
the help of different technique. This method is composed of many techniques which 
can be very helpful to increase the accuracy. The methods using this are more 
appropriate and useful. In this paper, the method we used is more effective than 
previous method. The resultant summary represents in such a way that it is easy to 
learn and understand with the help of embellishing. So, the output of this method 
would be powerful, more accurate and effective than previous methods output.  

 
 
Proposed Method 
As we discussed above, our proposed method is based on the sequence of different 
steps using different algorithms and different methods. From multiple documents to 
an output summary passing through a multiple steps to get our result best, we follow a 
flow shown in fig.1 below: 
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Figure 1: Proposed MDS Architecture 
 

Clustering of Sentences 
The meaning of cluster is to group similar objects into their classes. This can combine 
all the similar topics under same base. Mainly when user input the document many 
thing are repetitive so for avoiding repetition this method is used. Clustering is 
therefore a collection of objects which are similar between them and are dis-similar to 
the objects belonging to the other clusters. In this method we use many data variable, 
processing every word under the document. It takes up all the analysis and group all 
the similar topics, paragraphs and sentences under same page. Clustering method 
eventually ranked the sentences according to the similarity with cluster which simply 
represents frequent occurring time. 

Some methods are quite popular like graph method and it is the best and simplest 
method for doing this step. Clustering of sentences or documents is best solved by 
graph method only. So, for using graph we use sentences as a node and frequency of 
the words in the sentences considered as edges. Let’stake graph G(N, E), where N 
denotes nodes and E denote edges. For clustering we have to use subgraph method 
and find the clique K in processing to build clusters in the document. Clique is a 
subset of vertices in a graph that is, every two vertices in a clique is adjacent in a 
graph. The Clique number of a graph G is the number of vertices in a maximum 
clique in G.We see the value of cliques which are completely connected to sub topics 
or we can say sub graphs from equations (1) and (2). K ൌ N െ 1           (1) n ൌ NሺNିଵሻଶ           (2) 

Equation (2) checks that how close the neighbourhood of node to a clique. 
Clustering coefficientሺ݅ܥ ,(݅ܥ ൌ ݊݅/ሺ݅ܭሺ݅ܭ െ 1ሻ/2ሻ{K ≠ 0, 1 ;}      (3) 

Average clustering coefficient = ଵே ∑ ஼௜೔ಿసభ       (4) 

Where, 
N = number of node pairs 
Ci = Clustering coefficient 
K = Clique 
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n = Value that checks the neighbourhood of the node.  
By finding clustering coefficient using equation (3) and average clustering 

coefficient using equation (4), we easily determine the clusters accurateness.After 
finding the clustering coefficient, we build the clusters with the help of cliques. So 
after building the clusters of sentences we proceed to the next step. 

 
Comparing the Dictionaries 

 
Building a Local Dictionary 
Group of words are combined to form sentences and many sentences are combined to 
form paragraph and paragraphs leads to document. At last words are the root in every 
document and if we want to make our summary best, we have to work on the words. 
In this step our approach is to make a local dictionary by the help of tf-idf algorithm. 
The tf-idf algorithm works on the key basis. It counts the word frequencies and save 
these words to build the dictionary as shown in equation (5). This algorithm analyse 
all the keywords in the sentences and build up a dictionary which we called a local 
dictionary. The question is why we build this dictionary? The answer is bit simple; by 
this we find the importance of the words in the data. We already have a universal 
dictionary in which all the important terms and words are present. For examplein case 
of medical documents all the name of disease, branches, drugs etc. are mentioned in 
the universal dictionary. 

The tf-idf is a numerical statistic that is intended to reflect how important a word t 
is to a document d in a collection or corpus D; mathematically it can be expressed as 
shown in equation (5). ݂݂݀݅ݐ ൌ ௡೟௡೏ ݃݋݈ݔ ஽஽೟        (5) 

Where, ݊௧ = Number of times that term t occurs in document d  ݊ௗ = Number of terms in document d  
D = Total number of documents  ܦ௧ = Number of documents containing term t 
 

Comparing Local dictionary with Universal Dictionary 
By the help of tf-idf algorithm we build a local dictionary. This dictionary consists of 
all the words in the document except articles and pronouns, with the data of the 
frequency of each word present in the document. In the document many words 
occurred only once or twice but the word is important. So, for giving the importance 
to that word we use universal dictionary. Universal dictionary includes all the words 
which have importance of their own. We compare these both dictionaries and rank the 
sentences. Like the words matches with universal dictionary have higher rank with the 
higher number in word frequency than the words which are not in universal 
dictionary. We check the frequency and give them a rank. The words in the sentences 
have a rank now so as the sentences consist of these words have ranks. So, at the end 
of this, we have an order to give the priority of each sentence by assigning ranks. 
After finding the ranks we proceed to the extraction process. 
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Extraction of Important Sentences 
The approach of extraction of sentences from the document is based on graph method. 
Sentences are the most important thing in the data. And we have to choose an 
important sentence which gives us information about the topic and headline, besides 
it, its worthless. So this is the keen step for building summary. As in the last step we 
rank the sentences according to the words in the sentences but according to that we 
can’t tell that the summary is best. So, there are many other small steps for applying 
extraction, we choose our best which gives us more accurate data [16]. Following 
features are used to extract important sentences. 

Sentences of short length - Sentence which constitute fewer words are more 
resourceful than long sentences. 

Sentences having important words - Sentences which constitute the words which 
are important to the relevant topic. For example, we take a topic of medical analysis 
and the words like dentistry, different types of medicines, fields like surgeon, 
physician etc., are important words. We can use inbuilt dictionary for this purpose 
same as comparing dictionary concept. 

Dates, years, time and place - Sentence which shows some data about dates and 
years like discovery, inventions or the places is considered to be in summary. 

Cue words - There are certain words which shows their importance in their own 
like we take an example of results, define, introduction, significantly, advantages or 
disadvantages, pros or cons etc. These words wherever came we have to include the 
sentence into the summary. 

We can find the importance of the sentences or words by finding graph efficiency. 
The results are good and can be considered. To avoid infinites, one can define graph 
efficiency (average inverse distance) from equation (6).  

Ŋ =ଵே ∑ ଵ௟௜௝௟௜,௝ஷଵ         (6) 

Where,  
N = Number of node pairs 
L = Total number of nodes 
Except graph efficiency we use many things but we choose best. The higher the 

graph efficiency higher is the importance. These points consist of approximately 
every case that could be helpful in building summary. The resultant of this method 
gives us the accurate ranking of the sentences in the data. After consideration of every 
point, the ranking [17] and priority of the sentences would be best. The lines which 
are compulsory, present in the summary without any error to give the result in form of 
best summary which is understandable, helpful and small. 

 
Elimination of Useless Sentences and Words 
The useless and extra sentences are deleted in this step. It works on the principle that 
only a particular amount of data can be conceived and rest of the data are ignored. 
The algorithm can also be set that user will put how many words or how much 
percentage he wants in his summary and up to that line summary can be processed 
and rest of the data can be deleted or ignored. The system shows that amount of data 
only and this much amount of data proceed to the next step. This step takes very less 
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time to execute as it works only to conceive the required data. After this the data is 
preceded to the embellishing. 

 
Embellish Summary 
After getting required summary, this step is used to finalize the summary for 
presenting. Until this step all the data is randomly arranged in cluster form i.e., the 
dates are not sorted; only similar topic are bind due to clustering. In this step we used 
the concept of chronological ordering (CO). CO works on data that are not arranged 
in proper manner. Like dates, years and the sentences of past present and future. It 
works on all that theories to arrange the data that if someone will read all the things 
are arranged in proper manner. Using CO in the summary to describe the main events 
helps the user to understand what has happened. In this method we need to assign a 
date or order to a particular theme. To find the date of the theme we need to search the 
data and references for this manner. As mentioned earlier we arrange these themes in 
particular manner. In our case for medical documents we analyse the discovery, 
invention and details of the different theme to finalise the order in preparing 
summary. CO is very helpful in arrangement of this type of data. And we are using 
CO in this method to present the summary. Simultaneously this step can also work on 
how we present the final result in front of the user. Like the final summary should be 
in points or passages or paragraphs. So, we go with the point system as it is simple to 
understand the points rather than reading a whole paragraphs. Words which are not in 
used but comes with a lines (like “is”) which cannot affect the sentence if we replace 
it by “-”. It is more understandable in presenting summary like this way. The final 
summary is ready to display in front of the user. The resultant summary is more 
understandable; having points and conceives only the important data. The user can 
easily give time to read the summary as it is very short comparative to lots of 
documents. 

 
 
Performance Analysis  
To evaluate the proposed approach and the objective of the method to compare its 
comprehensibility, readability and usefulness against human written results reviews 
and machine generated results extracts. The extraction of sentences and the 
information given by the document is presenting a topical overview resembling a 
three level literature review. The resultant summary is similar to many extracted 
summaries. The resultant summaries resemble to the human written literature as they 
are laid out as presenting a comparative overview of similarities and unique features. 
For the analysis take an input of hundreds of documents and for each input document, 
three types of summaries were generated, each with a different kind of method i.e., 
our proposed method, sentence extraction method and a human written. It would be 
interesting to see whether these findings and differences would be replicated in a 
larger study. Content evaluation of the 30 sets of summaries from the documents of 
medical history and text is made [18]. As mentioned earlier each set of summary input 
has three types of summaries that are human written, proposed system based and 
baseline system based. The evaluation of these sets of summaries are done by a tool 
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named ROUGE (Recall Oriented Understudy for Gisting Evaluation). To estimate the 
coverage of recall, precision and F-measure, we compared the system on ROGUE. 
ROUGE uses human written summary as a reference summary.  

Content evaluation of the 30 sets of summaries by the ROUGE-1 metric revealed 
that proposed system summaries had a higher but not significantly different 
effectiveness or f-measure as compared to the baseline summaries, MEAD [19]. The 
MEAD summarization system was the baseline; it followed a sentence extraction 
approach to generate multi document extracts of information. When ROUGE gave the 
score for each summary we find out the sum of all the 30 set of summaries score and 
then divided it by 30 to find the average of all the summaries. The average score is 
shown in table 1 and table 2. 

 
Table1: Results from the Content Evaluation using ROUGE 

 
Measures Proposed Approach MEAD 
Recall 0.70 0.64 
Precision 0.5 0.4 
F-measure 0.55 0.49 

 
Table 2: Results from the Quality Evaluation using ROUGE 

 
Measures Proposed Approach MEAD Human Written 
Comprehensibility 0.64 0.64 0.62 
Readability 0.80 0.76 0.84 
Usefulness 0.68 0.65 0.68 

 
According to university of Washington [20], Seattle the method for analyse our 

system for summarizing document is based on coherence. G-flow, Lin-li and Nobata-
li are estimation used for scoring the document summarization. As sentence ordering 
does not matter for ROUGE, we do not include Lin-li or Nobata-li in this evaluation. 
Because, our proposed method does not explicitly maximize the coverage while Lin 
does. We expected G-flow to perform slightly worse than Lin.  

G-flow estimates the coherence of the summary via equation (7) ݄݋ܥሺܺሻ ൌ  ∑ ீݓ ൅ ሺݔ௜ , ௜ାଵሻݔ ൅ ீݓߣ െ ሺݔ௜, ௜ାଵሻ௜ୀଵ…|௑|ିଵݔ    (7) 

While ீݓ  represents edges (positive (+) and negative (-)) and lambda is a trade of 
coefficient while X to be a sequence of sentences (ݔଵ, ,ଶݔ … . ,  ௑|) used to calculate|ݔ
the coherence of the summary. The ROUGE-1 scores for G-flow and other recent 
multi document summarization system is shown in fig.2. We can conclude that good 
summaries have both the characteristics listed in the quality dimensions and good 
coverage.The summaries which are very good called gold summaries. G-flow only 
scores significantly lower than Lin and the gold standard summaries. An improvement 
to G-flow may focus on increasing coverage while retaining strengths such as 
coherence. The analysis of G-flow, gold and Lin-li is given below in fig. 2. 
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Figure 2: Ratings For The System. 0 Is The Lowest Possible Score And 5 Is The 
Highest Possible Score 

 
 
Conclusion 
The study tell us about the method for multi document summarization is exceptionally 
good despite that the method takes many steps to reach the summary but the 
combination of these steps produced very good result. In this paper, we discussed 
things in a sequential manner which gives us a very good and efficient summary. All 
the methods were best according to researchers, the things present in this paper and 
the things which we discussed or not discussed. This leads to a new era. We can 
combine a multiple document and produce a summary which is short, efficient, 
accurate and understandable with the help of these steps. The summary and 
combination of multiple documents can be used in many ways but the most important 
thing is that the time of user would save. The user can grasp many things in less time 
as before. The user can search things or read full books/documents but because of the 
method we proposed the frequency of grasping things will increase. The resultant 
output of this method is exceptionally good. 
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