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Abstract 
 

The size of the databases used in today’s enterprises has been growing at 
exponential rates day by day. Simultaneously, the need to process and analyze 
the large volumes of data for business decision making has also increased. 
Storing a lot of content in the cloud extends waiting time and increases search 
time. Distributed file systems (Hadoop) are key building blocks for cloud 
computing applications based on the Map Reduce programming paradigm. It 
efficiently solves this problem. In this paper proposes an efficient content 
storage and retrieval based on keyword ranking and BIDD(Bitmap Index 
Database Design) technique in distributed environment. Proposed keyword 
ranking first extract nouns than give ranks for each extracted noun. BIDD 
techniques based on bitmap representations are known to improve query 
response time in a large environment. Hbase (database) of Hadoop is used to 
store the large content. This paper reports the experimental work on large 
content storage and its optimal solution using Hadoop database, Hadoop 
Distributed File System (HDFS) for storage and using parallel processing to 
process large data sets using Map Reduce programming framework. 

 
 
I. INTRODUCTION 
In this electronic age, increasing number of organizations are facing the problem of 
explosion of data and the size of the databases used in today’s enterprises has been 
growing at exponential rates. Data is generated through many sources like business 
processes, transactions, social networking sites, web servers, etc. and remains in 
structured as well as unstructured form [2]. It is not possible for single or few 
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machines to store or process this huge amount of data in a finite time period. 
Processing or analyzing the huge amount of data or extracting meaningful information 
is a challenging task. 
 
 
II RELATED WORK 
Large amount of content stored in distributed environment. If there is an increase in 
the level of content it’s also increase the delay of content retrieval. If content is stored 
properly only then it is possible to retrieve content just in time. The research work is 
reviewed in two subsections. In the first subsection, we provide a review of related 
work on the keyphrase extraction from large content. Bitmap indices in second 
subsection which is the focus of parallel processing. 
 
A. KEYWORD EXTRACTION 
Keyphrases extraction and Bit map table creation are the two important 
methodologies for efficient content storage and retrieval. [6]Keywords provide a 
concise and precise high-level summarization of a document. An important feature for 
document retrieval, classification, topic search and other tasks even if full text search 
is available. Introduced kea algorithm for automatic keyphrase extraction based on 
keyphrase assignment and keyphrase extraction[8]. Calculating the correlation 
between words of each document, to determine the keywords that give out the fields 
of interest of each document content[3]. An information theoretic explanation of tf.idf 
is given by [9]. In [10] 4 different features are used for keyword extraction: term 
frequency, collection frequency, relative position of the (first occurrence of) the word 
in the text, and number of times a term is used as keyword. In this paper we propose a 
keyphrases extraction based on noun base noun is reflect whole meaning of particular 
sentence so its provide suitable keywords for a particular document. 
 
B. INDEXING STRUCTURE 
Indexing is the optimal method for improving the speed of returns on queries without 
adding additional hardware. In[1] μ-Tree is a higher efficiency index. The μ-Tree is 
improvement of B+-tree for flash memory. In recent years, numerous tree-based 
indexes (e.g., distributed Btree index [7], [4] and distributed R-tree index [8], [5]) 
have been proposed for Cloud systems. These indexing schemes offer good query 
performance, but are not space efficient and costly to maintain. This is because 1) the 
index size is usually proportional to, sometimes even larger than the data size itself; 2) 
to support various types of queries, a large number of indexes have to be built on 
different attributes, incurring more overhead. Due to the fact that data volume is 
extremely large in the Cloud, building indexes for these data yield unacceptable cost, 
as a large number of compute nodes have to be purchased to maintain the indexes. 
Therefore, to provide scalable data retrieval service in the Cloud, we need to re-
examine how indexes should be designed. In this paper, we propose BIDD (Bitmap 
Index for Database Design), a specialized bitmap indexe for a large-scale data store. 
BIDD is built on top of the underlying DFS(Distributed File System), and adopts a set 
of techniques to make bitmap indexes more scalable. Only one MapReduce job is 
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required to build the indexes for the columns of one table. Compared to tree-based 
indexes, BIDD can be built/rebuilt very efficiently. 
 
 
III PROPOSED WORK 
The proposed work is solves the problem of large content storage and retrieval in 
cloud. Fig 1: illustrate how keyword methodology and BIDD is embedded into 
existing data storage system. Our goal is to develop efficient system for store large 
content. 

The BIDD index contains three modules (update handler, index tracker 
process, index handler). BIDD interacts with external system like HadoopDB(Hbase). 
The index tracker processor is build and maintain the BIDD. When data are imported 
into the system, the index manager create the index. To handle infrequent update by 
update handler. When a query is enter the query handler process the query. 

The keyword extraction four modules (content preprocessing, morphological 
analyzer, NP extraction, ranked keyword). The content pre processing stage remove 
all numerical, stop words, stemming etc.. Morphological analyzer split the sentence 
like verb, noun, adverb etc.. NP extraction only extracts nouns from splited sentence. 
Last stage of keyword extraction is Ranking the keyword based on TF*IDF value. 

Base on the content similarity it’s creating distributed learning object. Both the 
BIDD and the imported data stored in the DFS. 
 
NOUN PHRASE EXTRACTION 
The first and foremost step in efficient content storage is keyword extraction from 
document collection. 

 

 
Fig 1: System design 
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Keywords provide a concise and precise high-level summarization of a 
document. They therefore constitute an important feature for document retrieval, 
classification, topic search and other tasks even if full text search is available. Fig 2 
shows various steps for extract keywords from text document. The document is first 
converted into a text document if document is not in.txt format. In the pre processing 
stage, removal of the symbols, numerical values and stemming take place. 
Morphological analysis split each sentence based on verb, noun, adverb etc.. Finally 
only nouns are extracted from divided sentence and are ranked. Because nouns have a 
all information about particular sentence. 

Morphological analysis is a Part-Of-Speech Tagger (POS Tagger) that read a 
text in some language and assigns parts of speech to each word (and other token), 
such as noun, verb, adjective, etc.. 

 

 
 

Fig.2 Keyword Extraction 
 
 

This tagger output is useful to extract only nouns from collection of words. 
Keyword is arranged based on the priority value.It is helpful during the search time 
avoid to search entire table. Based on Term Frequency and Inverse Term Frequency 
the extracted nouns are prioritized. It compares the frequency of keyphrase’s used in a 
particular document and collection of document. 
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The TFxIDF for phrase P in document D is,  
 

 
The freq(P, D) is the number of times P occurs in D, size(D) is the number of 

words in D, df(p) is the number of documents containing Pin the global corpus and N 
is the size of the global corpus. All extracted keywords are arranged in descending 
order of value. D is a document, D.W is a particular word in a document 
 
Algorithm 1(document D, word W) 
 
1. if D is a document then 
2. build the morphological analyzer 
 
3. else 
4. if f(D.W) is noun then 
5. Rank the keyword(strategy 2) 
 
6. else 
 
7. if f(D.W) is verb then 
8. Remove the verb(strategy 3) 
 
9. else 
10. if (D.W) is numeric then 
11. Remove the numeric(strategy 4) 
 
12. else 
13. No keyword is extracted 
 
 
BIDD OVERVIEW 
A Bitmap index is a special kind of index that stores the bulk of its data as bit array 
(bitmaps) and answers most queries by performing bitwise logical operations on these 
bitmaps.. 
 
a) Dynamic index formation 
The pattern based index formation helpful to reduce the search time. Patterns are 
having two keyword group. Each keyword group maintains particular keyword related 
all the materials. 

The pattern formation based on keyphrase priority. This index table is creating 
dynamically based on content storage. The table 1.1(a) explains about pattern based 
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dynamic index formation, Attribute A is set of the bitmap vector p{p0, p1, p2, 
…….pn-1}. k is the number of keywords extracted(k0, k1, k2, ….kn).A bit at position 
i in the bitmap vector is set to 1 if the record at position i in the indexed table is 
satisfied 

 

 
 

Mapping table formed dynamically based on result of pattern formation. It is 
helpful to identify the correct keyword group from pattern. The result of the pattern 
based index table mapped to mapping table find out the correct keyword group. Fig 3 
explain the overview structure of mapping table and pattern table. Single bitmap 
index table maintain keyword group and point to the Meta data file location. 

Consider user keyword is stack the following algorithm process this keyword 
then give a meta data files 

 
Fig 3: pattern and mapping table 



Efficient Content Sorage And Just In Time Retrieval In Cloud 32109 

 
Fig 4: Group finder table 

 
 
VI. EXPREMENT AND RESULT 
The fist experiment was text preprocessing, count the number of words occur within a 
set of large sized document and extract the ranked keywords. The automatic keywords 
extraction involves reducing a text document or a larger corpus of multiple documents 
into a read whole document than find out important information. Fig 5: result compare 
auto keyword with manually selected keyword. 
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Fig 5: Automatic keyword extraction 
 
 

The second experiment was BIDD storage in Hadoop(Hbase) database and 
Mysql database. The evaluation fig 6: result shows Store less amount of content in 
database the mysql is give good performance than Hbase but storage of content is 
increase the Hbase give good performance. 

 



Efficient Content Sorage And Just In Time Retrieval In Cloud 32111 

 
Fig 6: query performance and scalability 

 
 
V. CONCLUSION 
Our BIDS index is storage efficient and easy to maintain, which makes it more 
scalable. In this paper, a keyword extraction, bitmap based indexing scheme, BIDD, 
Hadoop database is proposed to manage large amount of data in the Cloud. Our 
keyword extraction BIDD index is storage efficient and easy to maintain, which 
makes it more scalable. In the future, the query operators are transformed into a set of 
bit-wise AND/OR operators, which can be handled more efficiently and Metadata 
management in HDFS and load balance in hadoop data nodes is to be concentrated. 
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