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Abstract

To train and validate the model of prediction PM, concentration in Chonburi,
the multiple linear regression equation would be simply modeled from the
training data set which was measured concentration of PM;o and other various
variables in the atmosphere for the period 2006-2008. The stepwise technique
obviously illustrated a relationship between the dependent PMj, concentration
and the nine independent variables composing of the four air pollutant and the
five meteorological variables as

PM;,=-44.5+0.451C0+0.023N0O,+0.017503+0.619HC+0.0649Pressure—0.0

148RH-0.0772Temp—0.00156SR+0.193WS with 0.6222 for standard error of
estimation. The performance of regression model was evaluated with the
mean bias error considering from the unseen data set observed in 2009. It
indicated the validation data set showed its mean bias error nearly closed to
zero and the standard error of estimation (0.6951) was comparable to the
training data set.
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INTRODUCTION

Chonburi is one of eastern provinces in Thailand. It is located in the urban industrial
area so the air pollution problem especially the pollution of PMy, has been extensively
increasing at present corresponding to the annual concentration report in Chonburi

1]. The standard of 24 hours PM;g level in the atmosphere is 120 m® in
[1] p 19/
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accordance with the Air Quality Index specified by the Thai Environmental Protection
Department [2]. Many researchers have continually studied the characteristics of
PM3o by means of change in temperature, humidity, precipitation and ventilation [3],
[4], [5] because the PMjo concentration basing on both of air pollutant and
meteorological variables may affect the future change in regional weather. Some
researches used the advanced model like neural network to analyze and predict the
PMjo concentration such as [6], [7], [8], [9], [10]. However, this study purposed the
simple statistical tool like multiple linear regression with best subset and stepwise
methods to predict PM;o concentration in Chonburi also then rectified the obtaining
equation to satisfy the assumption of regression.

MATERIALS AND METHODS

The delegate of monitoring stations in Chonburi was the General Education Centre,

Mueang District. The observational data measured during 2006-2009 here (826 cases)

was depended on the dependent PMj, concentration and the sixteen independent

variables in the atmosphere, both of nine air pollutant variables (CO, NO, NO,, NOx,

SO,, HC, CH4, NMHC and O3) and seven meteorological variables (Pressure,

Temperature: Temp, Relative Humidity: RH, Wind Speed: WS, Wind Direction: WD,

Sun Radiation: SR and Rain). The step of data analysis for this study was as follows.

1.  Separate the whole data set into two parts. The training data set was the first part
consisting 620 observations measured in the period 2006-2008. The validation
data set was the remaining 206 observations in 2009.

2. Build the estimated regression equation by using the training data set. Two
regression methods were combined for variable selection. The best subset
technique was first employed to roughly consider the number of suitable
variables for fitting regression model because it can identify models with as few
predictors as possible. Once the number of proper variables was obtained, the
stepwise technique was secondly used to fit the estimated regression equation
because it can remove and add variables to the regression model for the
objective of identifying a useful subset of the predictors. The appropriateness of
model was then later diagnosed and rectified in accordance with the three
assumptions of regression analysis.

2.1 Normality of the error distribution was examined by the Anderson-Darling
statistic as defined in [11] with Equation 1.

n1-2i
AD=3 =2 [In(Fo(y(i)))+ In(l— Fo(y(ml_i))ﬂ—n (1)
where Fqbe the assumed (normal) distribution with the assumed or sample estimated
parameters (u,0), V(i) be the ith sorted, standardized, sample value and n be the
sample size.

2.2 Independent and constant variance of the error term was tested by the Breusch-
Pagan statistic as calculated in [12] with Equation (2).
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where SSR” be the regression sum of squares by regressing e? on the independent

variables and SSE be the error sum of squares by regressing the dependent variable

on the independent variables.

2.3 Multicollinearity among predictor variables was investigated by the variance
inflation factor as computed in [12] with Equation 3.

(VIF) % j=1,2,..p-1 3)

iTq :
where Rj2 be the coefficient of multiple determination with independent X;
regressing on the p—2 other independent x variables in the model (p be the number

of predictor variables).

3. Validate the performance of regression model. The mean bias error was the
criterion for verifying model suitability as considered with Equation 4.
n

MBE == 3.(5 - v;) @)
Ni=1

where y; be the ith predicted value of PM1, concentration from the regression model,
y; be the ith observation of PM;o concentration and n be the number of observations
in the validation data set.

RESULTS

Regarding of the best subset, the first model roughly considered were the model with
the smallest Mallow C-p value. This model contained eleven predictor variables (CO,
NO,, O3, HC, CH4, NMHC, Pressure, RH, Temp, SR and WS). When the regression
model would be fitted with stepwise method, the two variables (CH; and NMHC)
were removed from this model with the large p-value of t-statistic. However, this
obtaining regression equation was against to normality assumption. The Box-Cox
transformation was then required to transform the PMj, concentration. The adjusted
of estimated regression equation was then revised as

PM{, = +/PM;q =—44.5+0.451CO+0.0234N0O,+0.017503+0.6 19HC+0.0649Pre
ssure—0.0148RH-0.0772Temp—-0.00156SR+0.193WS  with S$=06222. The
diagnostics for regression analysis assumption resulted as follows.

1. The error distribution was normal with the P-value of AD test equal to 0.146.
2. Variance of the error term was independent and constant with the test statistic of

Breusch-Pagan X%P =6.5012 which was less than the critical value (16.919).

3. The VIF of all these nine predictor variables were less than 5. That means no
relationship among these nine variables.
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Finally, the performance of regression model was measure from the validation
data set with MBE =-0.5926 and S =0.6951.

DISCUSSION

The suitable multiple linear regression model based on combining the best subset and
stepwise methods could be potentially predicted the PM; concentration in Chonburi.
This obtaining estimated regression equation was also investigated and rectified in
accordance with the assumption of regression analysis. Moreover, the MBE of the
validation data set was close to zero so it presented the good model performance. That
means it could well predict the PM; concentration.
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