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Abstract
This paper considers a mean shift with an unknown shift point in a process Burr type III sequence and estimates the unknown shift point (change point) by the method of Bayesian Estimation Procedure. Pre-shift and post-shift means are estimated concurrently with the change point. When the underlying process overestimate or underestimate the mean shift in process we use asymmetric Loss function as General entropy Loss Function in order to estimate the mean shift. A Simulation Study is done by using R software.
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1.1 Introduction
Bayesian inference is an approach to statistics in which all forms of uncertainty are expressed in terms of probability. A Bayesian approach to a problem starts with the formulation of a model that we hope is adequate to describe the situation of interest. We then formulated a prior distribution over the unknown parameters of the model, which is meant to capture our beliefs about the situation before seeing the data. After observing some data, we apply Bayes' Rule to obtain a posterior distribution for these unknowns, which takes account of both the prior and the data.

This theoretically simple process can be justified as the proper approach to uncertain inference by various arguments involving consistency with clear principles of
rationality. Despite this, many people are uncomfortable with the Bayesian approach, often because they view the selection of a prior as being arbitrary and subjective. It is indeed subjective, but for this very reason it is not arbitrary. In theory there is just one correct prior, that captures our prior beliefs. In contrast, other statistical methods are truly arbitrary, in that there are usually many methods that are equally good according to non-Bayesian criteria of goodness, with no principled way of choosing between them.

In decision theory the loss criterion is specified in order to obtain best estimator. The simplest form of loss function is squared error loss function (SELF) which assigns equal magnitudes to both positive and negative errors. However this assumption may be inappropriate in most of the estimation problems. Some time overestimation leads to many serious consequences. In such situation many authors found the asymmetric loss functions, more appropriate. There are several loss functions which are used to deal such type of problem. In this research work we have considered some of the asymmetric loss function named general entropy loss functions (GELF) suggested by Calabria and Pulcini (1996). Such asymmetric loss functions are also studied by Ohtani (1995), Parsian and Kirmani (2002), Braess and Dette (2004) and Pandya et al. (2004).

1.2 Entropy Loss Function

In many practical situations, it appears to be more realistic to express the loss in terms of the ratio $\frac{\hat{\theta}}{\theta}$. In this case, Calabria and Pulcini (1994) points out that a useful asymmetric loss function is the Entropy loss

$$L(\delta) \propto [\delta^p - p \log_e (\delta) - 1],\quad (1.2.1)$$

Where $\delta = \frac{\hat{\theta}}{\theta}$

and whose minimum occurs at $\hat{\theta} = \theta$ when $p > 0$, a positive error ($\hat{\theta} > \theta$) causes more serious consequences than a negative error and vice-versa. For small $|p|$ value, the function is almost symmetric when both $\hat{\theta}$ and $\theta$ are measured in a logarithmic scale and approximately

$$L(\delta) \propto \frac{p^2}{2} [\log_e (\hat{\theta}) - \log_e (\theta)]^2$$

Also, the loss function $L(\delta)$ has been used in Dey et al (1987) and Dey and Lin (1992), in the original form having $p = 1$. Thus $L(\delta)$ can be written as

$$L(\delta) = b[\delta - \log_e (\delta) - 1] ; b > 0, \quad \text{where} \quad \delta = \frac{\hat{\theta}}{\theta} \quad (1.2.2)$$

In a Bayesian setup, the unknown parameter is viewed as random variable. The uncertainty about the true value of parameter is expressed by a prior distribution. The parametric inference is made using the posterior distribution which is obtained by incorporating the observed data in to the prior distribution using the Bayes theorem,
The first theorem of inference. Hence we update the prior distribution in the light of observed data. Thus the uncertainty about the parameter prior to the experiment is represented by the prior distribution and the same, after the experiment, is represented by the posterior distribution. The various statistical models are considered are as;

1.3 Natural Conjugate Prior (NCP)

The various prior distributions are considered for different situations, like non-informative, when no information about the parameter is available, Natural Conjugate Prior (NCP), when post and prior distribution of parameter belong to same distribution family, etc. Hence the appropriate distribution chosen is Natural Conjugate Prior. If there is no inherent reason to prefer one prior probability distribution over another, a conjugate prior is sometimes chosen for simplicity. A conjugate prior is defined as a prior distribution belonging to some parametric family, for which the resulting posterior distribution also belongs to the same family. This is an important property. Since the Bayes estimator, as well as its statistical properties (variance, confidence interval, etc.), can all be derived from the posterior distribution.

In each case we observe that the statistical analysis based on the sufficient statistic will be effective as the one based on the entire data set \( x \).

As in frequentist framework, sufficient statistic plays an important role in Bayesian inference in constructing a family of prior distributions known as Natural Conjugate Prior (NCP). The family of prior distributions \( g(\theta) \), \( \theta \in \Omega \), is called a natural conjugate family if the corresponding posterior distribution belongs to the same family as \( g(\theta) \). De Groot(1970) has outlined a simple and elegant method of constructing a conjugate prior for a family of distributions \( f(x|\theta) \) which admits a sufficient statistic.

One of the fundamental problems in Bayesian analysis is that of the choice of prior distribution \( g(\theta) \) of \( \theta \). The non informative and natural conjugate prior distributions are which in practice, Box and Tiao(1973) and Jeffrey(1961) provide a thorough discussion on non informative priors.

Both De Groot(1970) and Raffia & Schlaifer (1961) provide proof that when a sufficient statistics exist a family of conjugate prior distributions exists.

The most widely used prior distribution of \( \theta \) is the inverted Gamma distribution with the parameters ‘a’ and ‘b’ \( (> 0) \) with p.d.f. given by

\[
g(\theta) = \begin{cases} \frac{b^a}{\Gamma(a)} \theta^{-(a+1)}e^{-b/\theta} & ; \theta > 0 ; (a, b) > 0, \\ 0 & , \text{otherwise}. \end{cases} \tag{1.3.1}
\]

The main reason for general acceptability is the mathematical tractability resulting from the fact that the inverted Gamma distribution is conjugate prior of \( \theta \) Raffia & Schlaifer (1961), Bhattacharyya (1967) and others have found that the inverted Gamma can also be used for practical reliability applications.

In this paper the Bayesian estimation of change point ‘m’ and scale parameter ‘\( \gamma \)’ of
three parameter of Burr type III and also the change point ‘m’ and scale parameter ‘θ’ is done by using General Entropy Loss Function (GELF) and Natural conjugate Prior distribution as Inverted Gamma prior. The sensitivity analysis of Bayesian estimates of change point and the parameters of the distributions have been done by using R-programming.

1.4 Burr Type III Distribution

Burr type III distribution with two parameters was first introduced in the literature of Burr (1942) for modelling lifetime data or survival data. It is more flexible and includes a variety of distributions with varying degrees of skewness and kurtosis. Burr type III distribution with two parameters β and θ, which is denoted by (β, θ). Burr type III, has also been applied in areas of statistical modelling such as forestry, meteorology and reliability (Mokhlis (2005)).

The Probability Density Function and the Cumulative Distribution Function of Burr III are given by, respectively,

\[ f(x; \theta, \beta) = \theta \beta x^{-(\beta+1)}(1 + x^{-\beta})^{-(\theta+1)}; \quad x > 0, \theta, \beta > 0 \]  

(1.4.1)

And the Cumulative distribution function

\[ F(x; \theta, \beta) = (1 + x^{-\beta})^{-\theta}; \quad x > 0, \theta > 0, \beta > 0 \]  

(1.4.2)

Reliability function is

\[ R(t; \theta, \beta) = 1 - (1 + t^{-\beta})^{-\theta}; \quad t > 0, \theta > 0, \beta > 0 \]  

(1.4.3)

Note that Burr type XII distribution can be derived from Burr type III distribution by replacing X with \( \frac{1}{X} \). The usefulness and properties of Burr distribution are discussed by Burr and Cislak (1968) and Johnson et al. (1995). Abd-Effattah and Alharbey (2012) considered a Bayesian estimation for Burr type III distribution based on double censoring.

1.5 Bayesian Estimation of Change Point in Burr Type III Distribution under General Entropy Loss Function (GELF)

A sequence of independent life times \( x_1, x_2, \ldots, x_m, x_{(m+1)}, \ldots, x_n \) \( (n \geq 3) \) were observed from Burr Type III Distribution with parameter \( \theta, \beta \). But it was found that there was a change in the system at some point of time ‘m’ and it is reflected in the sequence after ‘\( x_m \)’ which results change in a sequence as well as parameter value \( \theta \). The Bayes estimate of \( \theta \) and ‘m’ are derived for symmetric and asymmetric loss function under inverted Gamma prior as natural conjugate prior.
1.5.1 Likelihood, Prior, Posterior and Marginal

Let \( x_1, x_2, \ldots, x_n, \) (\( n \geq 3 \)) be a sequence of observed discrete life times. First let observations \( x_1, x_2, \ldots, x_n \) have come from Burr Type III Distribution with probability density function as

\[
f(x, \theta, \beta) = \theta \beta x^{-(\beta+1)}(1 + x^{-\beta})^{-(\theta+1)} \quad (x, \theta, \beta > 0) \quad (1.5.1.1)
\]

Let ‘m’ is change point in the observation which breaks the distribution in two sequences as \( (x_1, x_2, \ldots, x_m) \) & \( x_{(m+1)}, x_{(m+2)}, \ldots, x_n \)

The probability density functions of the above sequences are

\[
f_1(x) = \theta_1 \beta_1 x^{-(\beta_1+1)}(1 + x^{-\beta_1})^{-(\theta_1+1)}; \quad (1.5.1.2)
\]

where \( x_1, \ldots, x_m > 0; \theta_1, \beta_1 > 0 \)

\[
f_2(x) = \theta_2 \beta_2 x^{-(\beta_2+1)}(1 + x^{-\beta_2})^{-(\theta_2+1)}; \quad (1.5.1.3)
\]

Where \( x_{(m+1)}, x_{(m+2)}, \ldots, x_n \); \( \theta_2, \beta_2 > 0 \)

The likelihood functions of probability density function of the sequence are

\[
L_1(x|\theta_1, \beta_1) = \prod_{j=1}^{m} f(x_j|\theta_1, \beta_1) = \theta_1^{m} \beta_1^{m} \prod_{j=1}^{m} \frac{x_j^{-(\beta_1+1)}}{(1 + x_j^{-\beta_1})} e^{-\theta_1 \sum_{j=1}^{m} \log(1 + x_j^{-\beta_1})} \quad (1.5.1.4)
\]

\[
L_1(x|\theta_1, \beta_1) = (\theta_1 \beta_1)^m U_1 e^{-\theta_1 T_{3m}}
\]

Where

\[
U_1 = \prod_{j=1}^{m} \frac{x_j^{-(\beta_1+1)}}{(1 + x_j^{-\beta_1})}
\]

\[
T_{3m} = \sum_{j=1}^{m} \log(1 + x_j^{-\beta_1})
\]

\[
L_2(x|\theta_2, \beta_2) = \prod_{j=(m+1)}^{n} f(x_j|\theta_2, \beta_2)
\]

\[
L_2(x|\theta_2, \beta_2) = (\theta_2 \beta_2)^{(n-m)} U_2 e^{-\theta_2 (T_{3n} - T_{3m})} \quad (1.5.1.5)
\]

where

\[
U_2 = \prod_{j=(m+1)}^{n} \frac{x_j^{-(\beta_2+1)}}{(1 + x_j^{-\beta_2})}
\]

and \( T_{3n} - T_{3m} = \sum_{j=(m+1)}^{n} \log(1 + x_j^{-\beta_2}) \)

The joint likelihood function is given by

\[
L(\theta_1, \theta_2|x) \propto (\theta_1 \beta_1)^m U_1 e^{-\theta_1 T_{3m}}(\theta_2 \beta_2)^{(n-m)} U_2 e^{-\theta_2 (T_{3n} - T_{3m})} \quad (1.5.1.6)
\]
Suppose the marginal prior distribution of \( \theta_1 \) and \( \theta_2 \) are natural conjugate prior

\[
\pi_1(\theta_1, x) = \frac{b_1^{a_1}}{\Gamma(a_1)} \theta_1^{(a_1-1)} e^{-b_1 \theta_1}, \quad a_1, b_1 > 0, \theta_1 > 0 \tag{1.5.1.7}
\]

\[
\pi_2(\theta_2, x) = \frac{b_2^{a_2}}{\Gamma(a_2)} \theta_2^{(a_2-1)} e^{-b_2 \theta_2}, \quad a_2, b_2 > 0, \theta_2 > 0 \tag{1.5.1.8}
\]

The joint prior distribution of \( \theta_1, \theta_2 \) and change point \( m \) is

\[
\pi(\theta_1, \theta_2, m) \propto \frac{b_1^{a_1} b_2^{a_2}}{\Gamma(a_1) \Gamma(a_2)} \theta_1^{(a_1-1)} e^{-b_1 \theta_1} \theta_2^{(a_2-1)} e^{-b_2 \theta_2} \tag{1.5.1.9}
\]

Where \( \theta_1, \theta_2 > 0 \) & \( m = 1, 2, \ldots, (n-1) \)

The joint posterior density of \( \theta_1, \theta_2 \) and \( m \) say \( \rho \left( \theta_1, \theta_2, m \big| x \right) \) is obtained by using equations \( (1.5.1.6) \) & \( (1.5.1.9) \)

\[
\rho(\theta_1, \theta_2, m \big| x) = \frac{L(\theta_1, \theta_2 \big| x) \pi(\theta_1, \theta_2, m)}{\sum_m \int_{\theta_1, \theta_2} L(\theta_1, \theta_2 \big| x) \pi(\theta_1, \theta_2, m) d\theta_1 d\theta_2} \tag{1.5.1.10}
\]

Assuming \( \theta_1(T_{3m} + b_1) = x \) & \( \theta_2(T_{3n} - T_{3m} + b_2) = y \)

\[
\theta_1 = \frac{x}{(T_{3m} + b_1)} \quad \& \quad \theta_2 = \frac{y}{T_{3n} - T_{3m} + b_2}
\]

\[
d\theta_1 = \frac{dx}{(T_{3m} + b_1)} \quad \& \quad d\theta_2 = \frac{dy}{T_{3n} - T_{3m} + b_2}
\]

\[
\rho(\theta_1, \theta_2, m \big| x) = \frac{e^{-\theta_1(T_{3m} + b_1)} \theta_1^{(m+a_1-1)} \theta_2^{(n-m+a_2-1)} e^{-\theta_2(T_{3n} - T_{3m} + b_2)} \theta_2^{(n-m+a_2-1)}}{\sum_m \frac{\Gamma(m+a_1)}{(T_{3m} + b_1)^{m+a_1}} \frac{\Gamma(n-m+a_2)}{(T_{3n} - T_{3m} + b_2)^{n-m+a_2}}} \tag{1.5.1.11}
\]

Where \( \xi(a_1, a_2, b_1, b_2, m, n) = \sum_{m=1}^{n-1} \left[ \frac{\Gamma(m+a_1)}{(T_{3m} + b_1)^{m+a_1}} \frac{\Gamma(n-m+a_2)}{(T_{3n} - T_{3m} + b_2)^{n-m+a_2}} \right] \)

The Marginal posterior distribution of change point \( m \) using the equations \( (1.5.1.6) \), \( (1.5.1.7) \) & \( (1.5.1.8) \)

\[
\rho(m \big| x) = \frac{L(\theta_1, \theta_2 \big| x) \pi(\theta_1) \pi(\theta_2)}{\sum_m L(\theta_1, \theta_2 \big| x) \pi(\theta_1) \pi(\theta_2)} \tag{1.5.1.12}
\]

On solving which gives

\[
\rho(m \big| x) = \frac{(\theta_1 \theta_2)^m u_1 e^{-\theta_1 T_{3m} (\theta_2 \theta_2)^{n-m} u_2 e^{-\theta_2(T_{3m} - T_{3m})} e^{b_2 \theta_2^{a_2-1}} e^{-b_2 \theta_2^{a_2-1}} e^{-b_1 \theta_1}}}{\sum_m (\theta_1 \theta_2)^m u_1 e^{-\theta_1 T_{3m} (\theta_2 \theta_2)^{n-m} u_2 e^{-\theta_2(T_{3m} - T_{3m})} e^{b_2 \theta_2^{a_2-1}} e^{-b_2 \theta_2^{a_2-1}} e^{-b_1 \theta_1}}}
\]

\[
\rho(m \big| x) = \frac{\theta_1^{(m+a_1-1)} e^{-\theta_1(T_{3m} + b_1)} \theta_2^{(n-m+a_2-1)} e^{-\theta_2(T_{3n} - T_{3m} + b_2)}}{\sum_m \theta_1^{(m+a_1-1)} e^{-\theta_1(T_{3m} + b_1)} \theta_2^{(n-m+a_2-1)} e^{-\theta_2(T_{3n} - T_{3m} + b_2)}}
\]
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\[ \rho(m|x) = \frac{\int_0^\infty e^{-\theta_1(T_{3m} + b_1)} \theta_1(m+a_1-1) d\theta_1 \int_0^\infty e^{-\theta_2(T_{3n} - T_{3m} + b_2)} \theta_2(n-m+a_2-1) d\theta_2}{\sum_{m=0}^\infty e^{-\theta_1(T_{3m} + b_1)} \theta_1(m+a_1-1) d\theta_1 \int_0^\infty e^{-\theta_2(T_{3n} - T_{3m} + b_2)} \theta_2(n-m+a_2-1) d\theta_2} \]

Assuming \( \theta_1(T_{3m} + b_1) = y \) & \( \theta_2(T_{3n} - T_{3m} + b_2) = z \)

\[ \theta_1 = \frac{y}{(T_{3m} + b_1)} \quad \text{&} \quad \theta_2 = \frac{z}{T_{3n} - T_{3m} + b_2} \]

\[ d\theta_1 = \frac{dy}{(T_{3m} + b_1)} \quad \text{&} \quad d\theta_2 = \frac{dz}{(T_{3n} - T_{3m} + b_2)} \]

\[ \rho(m|x) = \frac{\sum_{m=0}^\infty \int_0^\infty e^{-y(m+a_1-1)} \frac{\Gamma(m+a_1)}{(T_{3m} + b_1)(m+a_1)} d\theta_1 \int_0^\infty e^{-z(n-m+a_2-1)} \frac{\Gamma(n-m+a_2)}{(T_{3n} - T_{3m} + b_2)(n-m+a_2)} d\theta_2}{\xi(a_1,a_2,b_1,b_2,m,n)} \] (1.5.1.13)

The marginal posterior distribution of \( \theta_1 \), using equations (1.5.1.6) and (1.5.1.7)

\[ \rho(\theta_1|x) = \frac{\sum_{m=0}^\infty \int_0^\infty L(\theta_1,\theta_2|x) \pi(\theta_2) d\theta_2}{\int_0^\infty \int_0^\infty L(\theta_1,\theta_2|x) \pi(\theta_1) d\theta_1 d\theta_2} \]

On solving which gives

\[ \rho(\theta_1|x) = \frac{\sum_{m=0}^\infty e^{-\theta_1(T_{3m} + b_1)} \theta_1(m+a_1-1) \int_0^\infty e^{-\theta_2(T_{3n} - T_{3m} + b_2)} \theta_2(n-m+a_2-1) d\theta_2}{\sum_{m=0}^\infty e^{-\theta_1(T_{3m} + b_1)} \theta_1(m+a_1-1) d\theta_1 \int_0^\infty e^{-\theta_2(T_{3n} - T_{3m} + b_2)} \theta_2(n-m+a_2-1) d\theta_2} \]

Assuming \( \theta_1(T_{3m} + b_1) = y \) & \( \theta_2(T_{3n} - T_{3m} + b_2) = z \)

\[ \theta_1 = \frac{y}{(T_{3m} + b_1)} \quad \text{&} \quad \theta_2 = \frac{z}{T_{3n} - T_{3m} + b_2} \]

\[ d\theta_1 = \frac{dy}{(T_{3m} + b_1)} \quad \text{&} \quad d\theta_2 = \frac{dz}{T_{3n} - T_{3m} + b_2} \]

\[ \rho(\theta_1|x) = \frac{\sum_{m=0}^\infty e^{-\theta_1(T_{3m} + b_1)} \theta_1(m+a_1-1) \frac{\Gamma(n-m+a_2)}{(T_{3n} - T_{3m} + b_2)(n-m+a_2)} \frac{\Gamma(m+a_1)}{(T_{3m} + b_1)(m+a_1)} \frac{\Gamma(m+a_1)}{(T_{3m} + b_1)(m+a_1)} \frac{\Gamma(n-m+a_2)}{(T_{3n} - T_{3m} + b_2)(n-m+a_2)} \frac{\Gamma(n-m+a_2)}{(T_{3n} - T_{3m} + b_2)(n-m+a_2)} \frac{\xi(a_1,a_2,b_1,b_2,m,n)}{\xi(a_1,a_2,b_1,b_2,m,n)}}{\xi(a_1,a_2,b_1,b_2,m,n)} \] (1.5.1.14)

The marginal posterior distribution of \( \theta_2 \), using the equation (1.5.1.6) & (1.5.1.8) is

\[ \rho(\theta_2|x) = \frac{\int_0^\infty L(\theta_1,\theta_2|x) \pi(\theta_2) d\theta_2}{\int_0^\infty \int_0^\infty L(\theta_1,\theta_2|x) \pi(\theta_1) d\theta_1 d\theta_2} \]
\[
\rho(\theta_2|\mathbf{x}) = \frac{\sum_m \int_0^\infty L(\theta_1, \theta_2/\mathbf{x}) \pi(\theta_1) \pi(\theta_2) \, d\theta_1 \, d\theta_2}{\sum_m \int_0^\infty L(\theta_1, \theta_2/\mathbf{x}) \pi(\theta_1) \pi(\theta_2) \, d\theta_1 \, d\theta_2}
\]

\[
\rho(\theta_2|\mathbf{x}) = \frac{\sum_m e^{-\theta_2(T_{3m} - T_{3m} + b_2)} \theta_2^{(n-m+a_2-1)} \int_0^\infty e^{-\theta_1(T_{3m} + b_1)} \theta_1^{(m+a_1-1)} \, d\theta_1 \int_0^\infty e^{-\theta_2(T_{3m} - T_{3m} + b_2)} \theta_2^{(n-m+a_2-1)} \, d\theta_2}{\sum_m \int_0^\infty e^{-\theta_1(T_{3m} + b_1)} \theta_1^{(m+a_1-1)} \, d\theta_1 \int_0^\infty e^{-\theta_2(T_{3m} - T_{3m} + b_2)} \theta_2^{(n-m+a_2-1)} \, d\theta_2}
\]

Assuming \( \theta_1(T_{3m} + b_1) = y \) \& \( \theta_1 = \frac{y}{(T_{3m} + b_1)} \)

\[
\rho(\theta_2|\mathbf{x}) = \frac{\sum_m e^{-\theta_2(T_{3m} - T_{3m} + b_2)} \theta_2^{(n-m+a_2-1)} \int_0^\infty e^{-y} \frac{y^{(m+a_1-1)}}{(T_{3m} + b_1)(m+a_1-1)} \, dy \int_0^\infty e^{-z} \frac{z^{(n-m+a_2-1)}}{(T_{3m} - T_{3m} + b_2)(n-m+a_2-1)} \, dz}{\sum_m \frac{\Gamma(m + a_1)}{(T_{3m} + b_1)(m+a_1)} \theta_2^{(n-m+a_2-1)}}
\]

\[
\rho(\theta_2|\mathbf{x}) = \frac{\sum_m \frac{\Gamma(m + a_1)}{(T_{3m} + b_1)(m+a_1)} e^{-\theta_2(T_{3m} - T_{3m} + b_2)} \theta_2^{(n-m+a_2-1)}}{\xi(a_1, a_2, b_1, b_2, m, n)}
\]

### 1.5.2 Bayes Estimators under General Entropy Loss Function (GELF)

Occasionally, the use of symmetric loss function, namely SELF, was found to be inappropriate, since for example, an overestimation of the reliability function usually much more serious than an underestimation. Here was consider asymmetric loss function namely GELF proposed by Calabria and Pulcini (1994), is given by

\[
L_5(\theta, d) = (d^\alpha_2 - \alpha_2 \ln (\frac{d}{\alpha_2})) - 1 \; ; \; (\alpha_2 \neq 0)
\]

Where as for the change point \( m \), the loss function is defined as

\[
L_5(m, \hat{m}_{BE}) = (\hat{m}_{BE}^{\alpha_2} - \alpha_2 \ln (\hat{m}_{BE}^{\alpha_2})) - 1 \; ; \; (\alpha_2 \neq 0)
\]

Where, \( \alpha_2 \neq 0 \), \( m = 1, 2, \ldots, (n-1) \), and \( \hat{m}_{BE} = 1, 2, \ldots, (n-1) \) Here, \( \hat{\theta}_{BE} \) is the smallest integer greater than the analytical solution. The sign of the shape parameter \( \alpha_2 > 0 \), if over estimation is more serious than under estimation, and vice versa, and the magnitude of \( \alpha_2 \) reflects the degree of asymmetry. The Bayes estimator of \( \theta \) under the GELF is given by

\[
\hat{\theta}_{BE} = \left[ E_{\rho}(\theta^{-k_2}) \right]^{1/k_2}
\]

The Bayes estimate \( \hat{m}_{BE} \) of \( m \) under GELF using marginal posterior distribution equation (1.5.1.14), we get as

\[
\hat{m}_{BE} = \left[ \sum_m m^{-k_2} \rho(m|x) \right]^{-1/k_2}
\]
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\[ \hat{m}_{BE} = \left[ \frac{\sum m^{-k_2} \Gamma(m+a_1) \Gamma(n-m+a_2)}{(T_3m+b_1)(m+a_1)(T_3n-T_3m+b_2)(n-m+a_2)} \frac{\xi(a_1,a_2,b_1,b_2,m,n)}{\xi} \right]^{-1/k_2} \]  

(1.5.2.4)

The Bayes Estimate \( \hat{\theta}_{1BE} \) of \( \theta_1 \) under GELF using marginal posterior distribution equation (1.5.1.15), we get

\[ \hat{\theta}_{1BE} = \left[ E_{\rho}(\theta_1^{-k_2}) \right]^{-1/k_2} \]

\[ \hat{\theta}_{1BE} = \left[ \sum m^{-k_2} \rho(\theta_1 | x) \right]^{-1/k_2} \]

\[ \hat{\theta}_{1BE} = \left[ \frac{\sum m^{n(m-a_2)} \Gamma(n(m-a_2))}{(T_3n-T_3m+b_2)(n-m+a_2)^{1-k_2}} \frac{e^{-\theta_1(T_3m+b_1)} \theta_1^{(m+a_1-k_2-1)} d\theta_1}{\xi(a_1,a_2,b_1,b_2,m,n)} \right]^{-1/k_2} \]

Assuming \( \theta_1(T_3m + b_1) = y \) & \( \theta_1 = \frac{y}{(T_3m+b_1)} \)

\[ \hat{\theta}_{1BE} = \left[ \frac{\sum m^{n(m-a_2)} \Gamma(m+a_1)}{(T_3m+b_1)(m+a_1)^{1-k_2}} \frac{e^{-y(T_3m+b_1)} y^{(m+a_1-k_2-1)} dy}{(T_3m+b_1)(m+a_1-k_2-1) (T_3m+b_1)} \right]^{-1/k_2} \]

\[ \hat{\theta}_{1BE} = \left[ \frac{\xi(a_1,a_2,b_1,b_2,m,n)}{\xi(a_1,a_2,b_1,b_2,m,n)} \right]^{-1/k_2} \]

(1.5.2.5)

The Bayes Estimate \( \hat{\theta}_{2BE} \) of \( \theta_2 \) under GELF using marginal posterior distribution equation (1.5.1.16), we get

\[ \hat{\theta}_{2BE} = \left[ E_{\rho}(\theta_2^{-k_2}) \right]^{-1/k_2} \]

\[ \hat{\theta}_{2BE} = \left[ \sum m^{-k_2} \rho(\theta_2 | x) \right]^{-1/k_2} \]

\[ \hat{\theta}_{2BE} = \left[ \frac{\sum m^{n(m-a_2)} \Gamma(n(m-a_2))}{(T_3n-T_3m+b_2)(n-m+a_2)^{1-k_2}} \frac{e^{-\theta_2(T_3n-T_3m+b_2)} \theta_2^{(n-m+a_2-k_2-1)} d\theta_2}{\xi(a_1,a_2,b_1,b_2,m,n)} \right]^{-1/k_2} \]

Assuming \( \theta_2(T_3n - T_3m + b_2) = y \) & \( \theta_2 = \frac{y}{(T_3n-T_3m+b_2)} \)

Then \( \hat{\theta}_{2BE} = \left[ \frac{\sum m^{n(m-a_2)} \Gamma(m+a_1)}{(T_3n-T_3m+b_2)(m+a_1)^{1-k_2}} \frac{e^{-y(T_3n-T_3m+b_2)} y^{(n-m+a_2-k_2-1)} dy}{(T_3n-T_3m+b_2)(n-m+a_2-k_2-1)} \right]^{-1/k_2} \]

\[ \hat{\theta}_{2BE} = \left[ \frac{\xi(a_1,a_2,b_1,b_2,m,n)}{\xi(a_1,a_2,b_1,b_2,m,n)} \right]^{-1/k_2} \]

(1.5.2.6)
Numerical Comparison for Burr Type III Distribution

We have generated 20 random observations from Burr Type III distribution with parameter $\theta = 2$ and $\beta = 0.5$. The observed data mean is $\mu = 1.8829$ and variance $\sigma^2 = 23.8886$. Let the change in sequence is at 11th observation, so the means and variances of both sequences $(x_1, x_2, \ldots, x_m)$ and $(x_{(m+1)}, x_{(m+2)}, \ldots, x_n)$ are $\mu_1 = 0.8276$, $\mu_2 = 3.2668$, $\sigma^2_1 = .7281$ and $\sigma^2_2 = 51.8509$. If the target value of $\mu_1$ is unknown, its estimating ($\hat{\mu}_1$) is given by the mean of first $m$ sample observation given $m=11$, $\mu = 0.8276$.

Sensitivity Analysis of Bayes Estimates

In this section we have studied the sensitivity of the Bayes estimates with respect to changes in the parameters of prior distribution $a_1, b_1, a_2$ and $b_2$. The means and variances of the prior distribution are used as prior information in computing these parameters. Then with these parameter values we have computed the Bayes estimates of $m$, $\theta_1$ and $\theta_2$ under GELF considering different set of values of $(a_1, b_1)$ and $(a_2, b_2)$. We have also considered the other values like parameter of loss function $\alpha_2 = -2$ and different sample sizes $n=10(10)30$. The Bayes estimates of the change point ‘m’ and the parameters $\theta_1$ and $\theta_2$ are given in table-(4.3) under GELF. Their respective mean squared errors (M.S.E’s) are calculated by repeating this process 1000 times and presented in same table in small parenthesis under the estimated values of parameters. All these values appears to be robust with respect to correct choice of prior parameter values and appropriate sample size. All the estimators perform better with sample size $n=20$. Similarly the Bayes estimates of GELF are presented in table (4.3) appears to be sensitive with wrong choice of prior parameters and sample size. All the calculations are done by R- programming. From the below table we conclude that –

The Bayes estimates of the parameters $\theta_1$ and $\theta_2$ of Burr Type III obtained with loss function GELF have more or less same numerical values. The respective M.S.E’s shows that the Bayes estimates are uniformly smaller of $\hat{\theta}_{1BE}$ and $\hat{\theta}_{2BE}$ under GELF except of $\hat{m}_{BE}$.

Table 1.1: Bayes Estimates of $m, \theta_1 & \theta_2$ for Burr Type III and their respective M.S.E.’s Under GELF

<table>
<thead>
<tr>
<th>$(a_1, b_1)$</th>
<th>$(a_2, b_2)$</th>
<th>$n$</th>
<th>$\hat{m}_{BE}$</th>
<th>$\hat{\theta}_{1BE}$</th>
<th>$\hat{\theta}_{2BE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1.25,1.50)</td>
<td>(1.50,1.60)</td>
<td>10</td>
<td>2.2276</td>
<td>0.0940 (2.7107)</td>
<td>0.2140 (1.6767)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>2.8582</td>
<td>0.0486 (3.1931)</td>
<td>0.1979 (1.9459)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>4.1071</td>
<td>0.0557 (3.4418)</td>
<td>0.1336 (2.2642)</td>
</tr>
<tr>
<td>(1.50,1.75)</td>
<td>(1.70,1.80)</td>
<td>10</td>
<td>2.3238 (0.0749)</td>
<td>0.1149 (2.9176)</td>
<td>0.2184 (2.0947)</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------</td>
<td>----</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>20</td>
<td>3.3112 (0.4091)</td>
<td>0.0743 (3.1907)</td>
<td>0.2143 (1.8217)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3.8601 (2.3605)</td>
<td>0.0474 (3.4439)</td>
<td>0.1366 (2.1832)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1.75,2.0)</td>
<td>(1.90,2.0)</td>
<td>10</td>
<td>2.4190 (0.0448)</td>
<td>0.0979 (3.1794)</td>
<td>0.2474 (1.8823)</td>
</tr>
<tr>
<td>20</td>
<td>3.8359 (2.1247)</td>
<td>0.0725 (3.3546)</td>
<td>0.1726 (2.2265)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>4.9587 (1.9979)</td>
<td>0.0306 (3.547)</td>
<td>0.1316 (2.2297)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2.0,2.25)</td>
<td>(2.10,2.20)</td>
<td>10</td>
<td>2.3497 (0.0164)</td>
<td>0.0964 (3.4190)</td>
<td>0.1968 (1.9072)</td>
</tr>
<tr>
<td>20</td>
<td>3.2666 (1.2371)</td>
<td>0.0813 (3.2978)</td>
<td>0.2980 (2.3552)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3.7079 (0.4408)</td>
<td>0.0438 (3.4562)</td>
<td>0.1769 (2.2460)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2.25,2.50)</td>
<td>(2.30,2.40)</td>
<td>10</td>
<td>2.4935 (0.0392)</td>
<td>0.1659 (3.2996)</td>
<td>0.2976 (2.0169)</td>
</tr>
<tr>
<td>20</td>
<td>3.2855 (0.1458)</td>
<td>0.0550 (3.4285)</td>
<td>0.1775 (1.9085)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>4.2610 (1.6017)</td>
<td>0.0547 (3.5201)</td>
<td>0.1499 (2.4265)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2.50,2.75)</td>
<td>(2.50,2.60)</td>
<td>10</td>
<td>2.4813 (0.0269)</td>
<td>0.0992 (3.1506)</td>
<td>0.2729 (2.0241)</td>
</tr>
<tr>
<td>20</td>
<td>3.6667 (1.2453)</td>
<td>0.0567 (3.5054)</td>
<td>0.1489 (2.3004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>4.0431 (0.0489)</td>
<td>0.0372 (3.6447)</td>
<td>0.1252 (2.1774)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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