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Abstract
We propose a unified approach to the so-called special functions of fractional calculus, recently enjoying increasing interest from both theoretical mathematicians and applied scientists. It is mainly due to its vast potential demonstrated applications in field of science, engineering, chemical, biological, earth science etc. Our approach is based on the use of generalized fractional calculus operators. Motivated mainly by those earlier works, we establish some fractional integral formulas the H-function and M-series, by using certain general pair of fractional integral operators involving Gauss hypergeometric \( _2F_1 \). The results are expressed in terms of H-function, which are in compact form suitable for numerical computations. Special cases of the results are also pointed out in the form of the corollaries.

Keywords and phrases: H-function, M-series, Generalized hypergeometric function, Fractional integral operators.

2010 Mathematical Subject Classification: 33C60, 26A33, 33C20, 33B15, 33C05.

INTRODUCTION AND PRELIMINARIES:
Special functions constitute a very old branch of mathematics; the origins of their unified and rather complete theory date to the nineteenth century. From the point of view of the applied scientists and engineers dealing with the practical application of differential equations, the role of Special functions as an important tool of
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mathematical analysis rests on the following fact. Most of these named functions (among them: the Bessel and all cylindrical function, the incomplete gamma, kummer, confluent and generalized hypergeometric functions, the classical orthogonal polynomials, the Beta-functions and Error functions, the Airy, Whittaker functions etc.) provided solution of integer order (!) differential equations and systems, used as mathematical models. The "Special Function of Fractional Calculus" are the necessary tool, related to the theory of differential and integration fractional order (arbitrary order), that needs now its unified presentations and extensive development.

The subject of fractional calculus, which deals with investigations of integrals and derivatives, has gained importance and popularity the last four decades. It is mainly due to its vast potential demonstrated applications in field of engineering, biological and biomedical, chemical, Earth science, economics, etc. Different extensions of various fractional integration operators are studied by Kalla [1,2], Mc Biride [3], Kilbas [4,5], Kirya korva [6,9], Purohit and Kalla [7], Kumbhat and Khan [8]. The several interesting and useful extensions of some familiar special functions such as Beta and Gauss hypergeometric functions and their properties have been investigated by many authors (see, e.g.[10,11,12,13,14,15] and see also very recent works, [16,37,38]).

For our purpose, we beginning by recalling some known function are earlier works. In 1997, chaudhary et al. [12] presented the following extension of Euler’s Beta function $B(\alpha, \beta)$:

$$B_p(x, y) = \int_0^1 t^{x-1}(1 - t)^{y-1} \exp \left( \frac{-p}{t(t-1)} \right) \, dt \quad (Re(p) > 0), \quad ... (1)$$

where the Beta function $B(\alpha, \beta)$ is a function of two complex variables $\alpha$ and $\beta$ defined by

$$B(\alpha, \beta) = \begin{cases} \int_0^1 t^{\alpha-1}(1 - t)^{\beta-1} \, dt & (Re(\alpha) > 0, Re(\beta) > 0), \\ \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha+\beta)} & (\alpha, \beta \in C / z_0) \end{cases} \quad ... (2)$$

and $\Gamma$ denotes the familiar gamma function.

The generalized hypergeometric series $pF_q$ is defined by (see [17, p.73]):

$$pF_q \left[ \alpha_1, ..., \alpha_p ; \beta_1, ..., \beta_q ; z \right] = \sum_{n=0}^{\infty} \frac{(\alpha_1)_n, ..., (\alpha_p)_n}{(\beta_1)_n, ..., (\beta_q)_n} \frac{z^n}{n!} = pF_q\left( \alpha_1, ..., \alpha_p ; \beta_1, ..., \beta_q ; z \right). \quad ... (3)$$

Here $p$ and $q$ are positive integers or zero (interpreting an empty product as 1), and we assume (for simplicity) that variable $z$, the numerator parameters $\alpha_1, ..., \alpha_p$ and the denominator parameters $\beta_1, ..., \beta_q$ take on complex values, provided that no zeros appear in the denominator of eq.(3), that is ($\beta_j \in C / z_0 ; j = 1, ..., q$). The special case $pF_q$ of (3) is called (Gauss) hypergeometric series.
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$(\lambda)_n$ is the Pochhammer symbol defined (for $\lambda \in \mathbb{C}$) by

$$(\lambda)_n = \begin{cases} 1 & (n = 0) \\ \lambda (\lambda + 1) \ldots (\lambda + n - 1) & (n \in \mathbb{N}) \end{cases} = \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda)} (a \in \mathbb{C}/z_0^+). \quad \ldots (4)$$

The importance of H-function and M-series are realized by scientists, engineers and statisticians (see Caputo [18], Glöckle and Nonnenmacher [19], Mainardi et al. [20], Hilfer [21] etc.) due to vast potential of their applications in diversified fields of science and engineering such as fluid flow, rheology, diffusion in porous media, propagation of seismic waves and turbulence etc.

The Fox H-function [22] is generalized hypergeometric function, defined by means of the Mellin-bernes type contour integral,

$$H_{p,q}^{m,n}[z] = H_{p,q}^{m,n}[\left( \begin{array}{c} a_1, A_1 \\ \vdots \\ a_p, A_p \end{array} \right), \left( \begin{array}{c} b_1, B_1 \\ \vdots \\ b_q, B_q \end{array} \right) \bigg| z ] = \frac{1}{2\pi i} \int_C H_{p,q}^{m,n}(z) z^{-s} ds, \quad z \neq 0 \quad \ldots (5)$$

where $C$ is suitable contour (of three possible types in $\mathbb{C}$: $C_{\infty}, C_{-\infty}, (\gamma - i\infty, \gamma + i\infty)$, the order $(m, n, p, q)$ are non negative integers such that $0 \leq m \leq q, 0 \leq n \leq p$, the parameters $A_i > 0, B_i > 0$ are positive and $a_i, b_j = 1, \ldots, p, j = 1, \ldots, q$ can be arbitrary complex such that $A_i (b_j + l') \neq B_j (a_i - l' - 1), l, l' = 0, 1, 2, \ldots$; $i = 1, \ldots, n; j = 1, \ldots, m$ and the integrand (i.e. the mellin transform of (5)) has the form

$$H_{p,q}^{m,n}[z] = \frac{\prod_{i=1}^{m} \Gamma(b_j + B_j s) \prod_{i=1}^{n} \Gamma(1 - a_i - A_i s)}{\prod_{j=m+1}^{q} \Gamma(1 - b_j - B_j s) \prod_{i=n+1}^{p} \Gamma(a_i + A_i s)}. \quad \ldots (6)$$

Define also

$$\rho = \prod_{i=1}^{p} A_i^{-A_i} \prod_{j=1}^{q} B_j^{-B_j}; \quad \Delta = \prod_{j=1}^{q} B_j - \prod_{i=1}^{p} A_i;$$

$$\mu = \prod_{j=1}^{q} b_j - \prod_{i=1}^{p} a_i + \frac{p - q}{2}; \quad \Omega = \prod_{i=1}^{n} A_i - \prod_{i=n+1}^{p} A_i + \prod_{j=1}^{m} B_j - \prod_{j=m+1}^{q} B_j \quad \ldots (7)$$

Then (5) is an analytic function of $z$ in circle domain $|z| < \rho$ (or sector of them or in the whole $\mathbb{C}$), depending on the parameters in (6) and the contours. Asymptotic expansions and analytic continuations together with converges conditions of H-function have been discussed by Braaksma [23], Mathai [24].
When all $A_i = B_j = 1$; $i = 1, ..., p$, $j = 1, ..., q$, in eq. (6) the H-function (5) reduces to the simpler (yet very wide ranged) Meijer's G-function, denoted by

$$G_{p,q}^{m,n} \left[ z \left| \frac{(a_i)^n}{(b_j)^m} \right. \right]; \text{ (see [22]).}$$

Wright [25] defined generalized hypergeometric function by means of the series representation in the form

$$\Psi_{p,q} \left[ z \left| \begin{array}{c} (a_1, A_1), \ldots, (a_p, A_p) \\ (b_1, B_1), \ldots, (b_q, B_q) \end{array} \right. \right] = \sum_{n=0}^{\infty} \prod_{i=1}^{p} \Gamma(a_i + nA_i) \prod_{j=1}^{q} \Gamma(b_j + nB_j) \frac{z^n}{n!} = \sum_{n=0}^{\infty} \frac{\Gamma(a_1 + nA_1), \ldots, \Gamma(a_p + nA_p)}{\Gamma(b_1 + nB_1), \ldots, \Gamma(b_q + nB_q)} \frac{z^n}{n!} \ldots (8)$$

$$= H_{p,q+1}^{1,p} \left[ -z \left| \begin{array}{c} (1-a_1, A_1), \ldots, (1-a_p, A_p) \\ (0,1), (1-b_1, B_1), \ldots, (1-b_q, B_q) \end{array} \right. \right] \ldots (9)$$

where

$$z, a_i, b_j \in \mathbb{C}, A_i, B_j \in \mathbb{R_+}, A_i \neq 0, B_j \neq 0; i = 1, ..., p, j = 1, ..., q, \prod_{j=1}^{q} B_j - \prod_{i=1}^{p} A_i > -1.$$ 

For $A_1 = \cdots = A_p = B_1 = \cdots = B_q = 1$ in eq. (8) and (9), the functions reduce to a $pF_q$ function and a G-function, respectively:

$$\Psi_{q} \left[ z \left| \begin{array}{c} (a_1, 1), \ldots, (a_p, 1) \\ (b_1, 1), \ldots, (b_q, 1) \end{array} \right. \right] = _pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z)$$

$$= \sum_{n=0}^{\infty} \frac{(a_1)_n, \ldots, (a_p)_n}{(b_1)_n, \ldots, (b_q)_n} \frac{z^n}{n!} = _{p,q+1}H_{p}^{1,p} \left[ -z \left| \begin{array}{c} (1-a_1), \ldots, (1-a_p) \\ (0,1), (1-b_1), \ldots, (1-b_q) \end{array} \right. \right]. \ldots (10)$$

where $\mathbb{C} = \left[ \prod_{i=1}^{p} \Gamma(a_i) / \prod_{j=1}^{q} \Gamma(b_j) \right]$.
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Sharma and Jain [26] introduced the generalized $𝕄$-series as the function defined by means of the power series:

$$
\mathbb{M}_p^\alpha \mathbb{M}_q^\beta (a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \mathbb{M}_p^\alpha \mathbb{M}_q^\beta \left[ (a_i)_1^p; (b_j)_1^q; z \right]
$$

where $(a_i)_n$ and $(b_j)_n$ are the known Pochhammer symbols. The series (11) is defined when none of the parameters $b_j's$, $j = 1, \ldots, q$ is a negative integer or zero; if any numerator parameter $a_i$ is negative integer or zero, then the series terminates to a polynomial in $z$. The series (11) is converges for all $z$ if $p \leq q$, it is convergent for $|z| < \delta = \alpha^\alpha$ if $p = q + 1$ and divergent, if $p > q + 1$. When $p = q + 1$ and $|z| = \delta$, the series can converge on conditions depending on the parameters. Properties of $𝕄$ series are further studied by Sexena [27], Chouhan and Saraswat [28] etc.

The generalized $𝕄$ series (11) can be represented as a special case of Fox H-function (6) and Wright generalized hypergeometric function (8) as:

$$
\mathbb{M}_p^\alpha \mathbb{M}_q^\beta (a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \mathbb{C} \psi_{p+1}^q \left[ \frac{\Gamma(\alpha \gamma + \beta)}{\Gamma(\gamma \alpha + \beta)} \right]
$$

where $\mathbb{C} = \left[ \prod_{i=1}^q \Gamma(b_i) / \prod_{i=1}^p \Gamma(a_i) \right]$

The generalized Mittag-leffler function, introduced by Prabhakar [29], may be obtained from (11) for $p = q = 1; a = \gamma \in \mathbb{C}; b = 1$, as

$$
E_{\alpha, \beta}^\gamma (z) = \sum_{m=0}^{\infty} \frac{(\gamma)_m}{\Gamma(\alpha m + \beta)} \frac{z^m}{m!} = \sum_{m=0}^{\infty} \frac{(\gamma)_m}{(1)_m} \frac{z^m}{\Gamma(\alpha m + \beta)} = \mathbb{M}_1^\mathbb{M}_1^\alpha \mathbb{M}_1^\beta (\gamma; 1; z). \quad \ldots (13)
$$

OPERATORS OF GENERALIZED FRACTIONAL CALCULUS

Recently fractional integral operators involving the various special functions have been considered by many authors (see, e.g. [30, 31, 32, 33, and 34], [36, 37], also see [39]).

In this paper, we established image formulas for M-series, involving some operators of fractional integrals in terms of Fox H-function. For our purpose, we begin by
recalling the following pairs of Saigo hypergeometric operators of fractional integrations. For $x > 0, \mu, v \in \mathbb{C}$ and $\text{Re}(\alpha) > 0$, we have

\[
(I_{0,x}^{\mu,v,\eta} f(t))(x) = \frac{x^{-\mu-v}}{\Gamma(\mu)} \int_0^x (x - t)^{\mu-1} \, 2\text{F}_1(\mu + v, -\eta; \mu; 1 - \frac{t}{x}) \, f(t) \, dt, \quad (14)
\]

and

\[
(J_{x,\infty}^{\mu,v,\eta} f(t))(x) = \frac{1}{\Gamma(\mu)} \int_x^\infty (t - x)^{-\mu-1} \, t^{-\mu-v} \, 2\text{F}_1(\mu + v, -\eta; \mu; 1 - \frac{x}{t}) \, f(t) \, dt \quad (15)
\]

where $2\text{F}_1(.)$ is Gamma hypergeometric series which is a special case of the generalized hypergeometric series $p\text{F}_q$ in (3).

The operator $I_{0,x}^{\mu,v,\eta}(.)$ contains both the Reimann-Liouville and Erdelyi-Kobar fractional integral operators, by means of the following relationships:

\[
(R_{0,x}^{\mu} f(t))(x) = (I_{0,x}^{\mu,-\mu,\eta} f(t))(x) = \frac{1}{\Gamma(\mu)} \int_0^x (x - t)^{\mu-1} \, f(t) \, dt, \quad (16)
\]

and

\[
(F_{0,x}^{\mu,\eta} f(t))(x) = (I_{0,x}^{\mu,0,\eta} f(t))(x) = \frac{x^{-\mu-\eta}}{\Gamma(\mu)} \int_0^x (x - t)^{\mu-1} \, t^\eta \, f(t) \, dt \quad (17)
\]

whereas the operator (15) unifies the Weyl type and Erdélyi-Kober fractional integral operators as follows:

\[
(W_{x,\infty}^{\mu} f(t))(x) = (J_{x,\infty}^{\mu,-\mu,\eta} f(t))(x) = \frac{1}{\Gamma(\mu)} \int_x^\infty (t - x)^{\mu-1} \, f(t) \, dt, \quad (18)
\]

and

\[
(K_{x,\infty}^{\mu,\eta} f(t))(x) = (J_{x,\infty}^{\mu,0,\eta} f(t))(x) = \frac{x^\eta}{\Gamma(\mu)} \int_x^\infty (t - x)^{\mu-1} \, t^{-\mu-\eta} \, f(t) \, dt, \quad (19)
\]

We use the following image formulas which are easy consequences of the operators (14) and (15) (see [41, 42]):

\[
(I_{0,x}^{\mu,v,\eta} t^{\lambda-1})(x) = \frac{\Gamma(\lambda) \, \Gamma(\lambda - v + \eta)}{\Gamma(\lambda - v) \, \Gamma(\lambda + \mu + \eta)} \, x^{\lambda - v - 1} \quad (\lambda > 0, \lambda - v + \eta > 0) \quad (20)
\]

\[
(J_{x,\infty}^{\mu,v,\eta} t^{\lambda-1})(x) = \frac{\Gamma(\nu - \lambda + 1) \, \Gamma(\eta - \lambda + 1)}{\Gamma(1 - \lambda) \, \Gamma(\nu + \lambda - \eta + 1)} \, x^{\lambda - v - 1} \quad (\nu - \lambda + 1 > 0, \eta - \lambda + 1 > 0) \quad (21)
\]
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**MAIN RESULTS**

In this section, we established image formulas for M-series (11), involving operators (14), (15), (16), (17), (18) and (19) in terms of Fox H-function.

**Theorem 1.** Let \( x > 0, \sigma > 0 \) and parameters \( \mu, \nu, \eta, z, \rho, \alpha, \beta \in \mathbb{C} \). Such that \( \Re(\mu) > 0, \Re(\rho) > 0 \) and \( \Re(\mu) > \max\{0, \Re(\nu - \eta)\} \). Then there holds the integral formula

\[
\left( I_{0, x}^{\mu, \nu, \eta} \left[ t^{\rho-1} m_{p,q}^{\mu, \nu} (zt^\sigma) \right] \right) (x) = x^{\rho-v-1} \mathbb{C} 
\]

\[
\times H_{p+3, q+4}^{1,p+3} [-z^\sigma \left( \begin{array}{c} 1-\rho, \sigma, (1-\rho+\nu-\eta, \sigma), (0,1); (1-a_i, 1) \\ 1-\rho+\nu, \sigma, (1-\rho-\mu-\eta, \sigma), (0,1), (1-\beta, \alpha); (1-b_j, 1) \end{array} \right)] \ldots (22)
\]

where \( \mathbb{C} = \left[ \prod_{i=1}^{p} \Gamma(a_i) / \prod_{j=1}^{q} \Gamma(b_j) \right] \)

**Proof.** By applying (11) to the L.H.S of (22), we find that

\[
\left( I_{0, x}^{\mu, \nu, \eta} \left[ t^{\rho-1} m_{p,q}^{\mu, \nu} (zt^\sigma) \right] \right) (x) = \sum_{n=0}^{\infty} \frac{(a_1)_n, \ldots, (a_p)_n}{(b_1)_n, \ldots, (b_q)_n} \frac{z^n}{\Gamma(an + \beta)} \times \left( E_{0, x}^{\mu, \eta} \left[ (t^{\rho+n-1}) \right] \right) (x)
\]

Now applying the Saigo fractional integral operator (14) and then changing the order of integration and summation, which is valid under the condition of Theorem 1. Hence, by virtue of H-function (6), we finally obtain R.H.S of (22).

On setting \( \nu = 0 \) and using the relation (17), then result (22) yields Corollary 1.

**Corollary 1.** Let \( x > 0, \sigma > 0 \) and parameters \( \mu, \eta, \rho, \alpha, \beta \in \mathbb{C} \). Such that \( \Re(\mu) > 0, \Re(\rho) > 0 \) and \( \Re(\rho) > \Re(\eta) \). Then the following fractional integral formula holds true:

\[
\left( E_{0, x}^{\mu, \eta} \left[ t^{\rho-1} m_{p,q}^{\mu, \nu} (zt^\sigma) \right] \right) (x) = x^{\rho-1} \mathbb{C} 
\]

\[
\times H_{p+2, q+3}^{p+1, p+2} [-z^\sigma \left( \begin{array}{c} 1-\rho-\eta, \sigma, (0,1); (1-a_i, 1) \\ 1-\rho-\mu-\eta, \sigma, (0,1), (1-\beta, \alpha); (1-b_j, 1) \end{array} \right)] \ldots (23)
\]

where \( \mathbb{C} = \left[ \prod_{i=1}^{p} \Gamma(b_i) / \prod_{j=1}^{q} \Gamma(a_i) \right] \)

When we replace \( \nu \) by \( -\mu \) and making use of the relation (16), in Theorem 1, we obtain yet another Corollary 2, providing Riemann-Liouville fractional integral.
**Corollary 2.** Let \( x > 0, \sigma > 0 \) and parameters \( \mu, \eta, \rho, \alpha, \beta \in \mathbb{C} \). Such that \( \text{Re}(\mu) > 0, \text{Re}(\rho) > 0 \). Then we get following result

\[
\left( R_{0,x}^{\mu} \left[ t^{\rho-1} \mathbb{M}_{p,q}^{\beta}(zt^{-\sigma}) \right] \right)(x) = x^{\rho+\mu-1} \mathcal{C} \\
\times H_{p+2,q+3}^{1,p+2} \left[ -z x^\sigma \right] \left( 1 - \rho - \mu, \sigma, (0,1), (1 - \beta, \alpha); (1 - b_j, 1)_1^q \right].
\] ...

(24)

where \( \mathcal{C} = \left[ \prod_{j=1}^{q} \Gamma(b_j) / \prod_{i=1}^{p} \Gamma(a_i) \right] \)

**Theorem 2.** Let \( x > 0, \sigma > 0 \) and parameters \( \mu, \nu, \eta, \zeta, \rho, \alpha, \beta \in \mathbb{C} \). Such that \( \text{Re}(\mu) > 0, \text{Re}(\alpha) > 0 \) and \( \text{Re}(\rho) < 1 + \min\{\text{Re}(\eta), \text{Re}(\nu)\} \). Then the following fractional integral formula holds true:

\[
\left( J_{x,\infty}^{\mu,\nu,\eta} \left[ t^{\rho-1} \mathbb{M}_{p,q}^{\beta}(zt^{-\sigma}) \right] \right)(x) = x^{\rho-\nu-1} \mathcal{C} \\
\times H_{p+3,q+4}^{1,p+3} \left[ -z x^\sigma \right] \left( \rho - \nu, \sigma, (0,1); (1 - a_i, 1)_1^p \right) \left( \rho - \nu - \mu - \eta, \sigma, (0,1), (1 - \beta, \alpha); (1 - b_j, 1)_1^q \right].
\] ...

(25)

where \( \mathcal{C} = \left[ \prod_{j=1}^{q} \Gamma(b_j) / \prod_{i=1}^{p} \Gamma(a_i) \right] \)

**Proof.** The same argument as the proof of Theorem 1, taking the Saigo hypergeometric operator of fractional integral (15) and interchanging the order of integrations and summation, which is valid under the condition of Theorem 1. Hence, by virtue of H-function (6), we finally arrive at (25).

Considering the relation (19) and setting \( \nu = 0 \), we are led to the following formula given in Corollary (3).

**Corollary 3.** With all assumptions and conditions on parameters, as stated in Theorem 2, with \( \text{Re}(\rho) < 1 + \text{Re}(\eta) \). The following result holds:

\[
\left( K_{x,\infty}^{\mu,\eta} \left[ t^{\rho-1} \mathbb{M}_{p,q}^{\beta}(zt^{-\sigma}) \right] \right)(x) = x^{\rho-1} \mathcal{C} \\
\times H_{p+2,q+3}^{1,p+2} \left[ -z x^\sigma \right] \left( \rho - \eta, \sigma, (0,1); (1 - a_i, 1)_1^p \right) \left( \rho - \mu - \eta, \sigma, (0,1), (1 - \beta, \alpha); (1 - b_j, 1)_1^q \right].
\] ...

(26)

where \( \mathcal{C} = \left[ \prod_{j=1}^{q} \Gamma(b_j) / \prod_{i=1}^{p} \Gamma(a_i) \right] \)
If we replace \( v \) by \(-\mu\) and making use of the relation (18) in Theorem 2, we are led to the following formula given in Corollary 4, concerning the Weyl fractional integral operator.

**Corollary 4.** With all assumptions and conditions on parameters, as stated in Theorem 2, with \( \Re(\mu) > 0, \Re(\rho) > 0 \). The following result holds:

\[
\left( W_{x, \infty}^\mu \alpha \beta \left[ t^{\rho-1} \frac{\alpha! \beta!}{\Gamma(\alpha, \beta)} (zt^{-\sigma}) \right] \right)(x) = x^{\rho + \mu - 1} \mathbb{C} \ H_{p+2,q+3}^{1,p+2,\sigma+3} \left( \begin{array}{c} \rho, \mu, \sigma \\ \rho, \sigma, \rho+1, 1 \\
\end{array} \right) |z|^{\sigma} \left( \frac{(1 - \alpha_i, 1)}{1 - \beta, \alpha, 1 - b_j, 1} \right). \quad \text{... (27)}
\]

where \( \mathbb{C} = \prod_{j=1}^{q} \Gamma(b_j) / \prod_{i=1}^{p} \Gamma(a_i) \)

**CONCLUSION**

Recently, fractional operator theory was recognized to be a great tool for modeling, complex problems, kinetic equation, fractional reaction, fractional diffusion equations and so forth. In this work, the authors investigated and studied Saigo hypergeometric operators, Riemann-Liouville, Erdélyi-Kober, Weyl type fractional integral operators associated with Fox’s H-function which are applied to M-series. Recent derived in this paper are very significant and may find applications in the solution of fractional order differential equations that are arising in certain areas of turbulence, propagation of seismic waves and diffusion process. On account of general nature of H-function and M-series a number of results involving special functions can be obtained merely by specializing the parameter.
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