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Abstract

Searching for flexible parametric models is often the concern of statisticians in data analysis. In order to provide significantly skewed, flexible and heavy-tails models, more parameters are introduced into the existing models. In this paper, a novel univariate model called Lehmann type II inverse Gaussian model is constructed from standard inverse Gaussian distribution. The performance of the new distribution in terms of flexibility is compared with that of the baseline distribution. The construction of the new distribution is achieved by adding a shape parameter to the standard inverse Gaussian through dual transformation of the exponentiated generalized class of distributions. The idea is to verify if the Lehman type II inverse Gaussian model would perform better than the inverse Gaussian distribution in modeling real life situations. Various basic statistical properties of the proposed distribution, including the likelihood function are derived. Parameter estimates are obtained via maximum likelihood estimation method. The ratio of maximized likelihoods and Akaike Information Criteria (AIC) are employed to select the best model. In conclusion, when the two models are applied to two known real lifetime data sets, Lehmann inverse Gaussian shows more flexibility in modeling skew data than inverse Gaussian distribution as evident in the negative sign of likelihoods ratio and lower value of AIC
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1. INTRODUCTION
The concept of comparative performance of competing models in terms of their flexibility plays significant roles in the theory of statistics. Against this backdrop, several authors have constructed various parametric models and compared their performance in terms of flexibility. For instance, the presence of 3 parameters in 3-parameter gamma and 3-parameter Weibull (location, scale and shape parameters) gives each of them more flexibility when compared with their two-parameter baseline distributions in analyzing skewed data [1]. In the same vein, Mudholkar introduced generalized Weibull family with a range of hazard shapes [2]. A three-parameter survival distribution which has as special sub-models, the Weibull, Negative Binomial, Log-logistic was presented by [3] and [4] also introduced Lehmann type II weighted Weibull by extending weighted Weibull model. Pareto Type II distribution is a tail-weighted probability distribution obtained fundamentally from Pareto distribution [5]. For more on different distributions constructed and compared in terms of their performance with their respective baseline models, see the following: [6], [7], [8] and [9, 10]. This paper is designed to compare a newly constructed 3-parameter Inverse Gaussian distribution called Lehmann type II Inverse Gaussian distribution with the standard inverse Gaussian distribution. Here, Lehmann Type II inverse Gaussian is an extension of two-parameter Inverse Gaussian distribution through dual transformation of the exponentiated generalized class of distributions, which is interpreted as a double construction of Lehmann alternatives [7, 11].

The process introduces a shape parameter to the two-parameter Inverse Gaussian distribution with a view of obtaining a distribution that is more flexible in terms of estimates of their characteristics in describing lifetime data. After this section, framework of the new distribution is given, its characteristics such as its moments function, quantile function, after which maximum likelihood estimation of parameters is highlighted, then empirical study of the new distribution follows before its application to two real life data sets.

2. METHODS
We provide a comprehensive description of mathematical properties of the subject distribution with the hope that it will attract wider applications in survival, engineering and in other area of research. There are various approaches to the construction of flexible distributions. In this paper, we adopt the approach employed by Coelho [7] as described in the following methodology:

If $F(X)$ is the cumulative density function (cdf) of a continuous distribution, also hereafter referred to as baseline distribution, the exponentiated generalized (EG) class of distributions by [7] is defined as thus:

$$G(X) = \left[1 - (1 - F(X))^\beta\right]^{\alpha}$$

(2.1)

$G(X)$ is the cumulative density function (cdf) of the new distribution, hereafter referred to as the subject distribution. Where $\alpha > 0, \beta > 0$, are two shape parameters
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introduced. Here, (2.1) is straightforward since there is no any complex function in it as when compared to the beta generalized family proposed by Eugene [12] which also has two additional shape parameters but appears complicated because of the presence of incomplete beta function in it. It is clearly obvious that (2.1) has tractable properties particularly for simulations because of the simple form of its quantile function, given as

\[ x = Q_f \left( 1 - \left( \frac{1}{1 - u^\beta} \right)^{\frac{1}{\alpha}} \right) \]  

(2.2)

where \( Q_f(u) \) is the baseline quartile function. When \( \alpha = 1 \), (2.1) becomes the exponentiated type distributions defined by Gupta [1]. Furthermore, exponentiated Gamma (ET) and exponentiated exponential (EE) distributions are obtained when Gamma and exponential distributions are respectively taken as the baseline distributions. In the same vein, Nadarajah and Kotz [13] defined exponentiated Gumbel (EGu) and exponentiated Frechet (EF) for \( \beta = 1 \). Clearly, the class of distributions in (2.1) extends both exponentiated type distributions. The probability density function (pdf) of the subject distribution is

\[ g(X) = \frac{d}{dx} G(X) = \alpha \beta \left[ 1 - F(X) \right]^{\alpha - 1} \left[ 1 - \left( 1 - G(X) \right)^\beta \right]^{\beta - 1} f(X) \]  

(2.3)

The exponentiated generalized family of densities allows for greater flexibility of its tails and can be widely applied in different areas of research. It is also important here to note that even if \( f(x) \) is symmetric the distribution \( g(x) \) will not be symmetric. The two extra parameters in (2.2) can control both tails weights and would likely add entropy to the center of the EG density function. Coidero [7] thereafter defined the exponentiated-G (shortened as Exp-F) distributions for an arbitrary baseline distribution \( F(x) \), say \( X \sim \text{Exp}^c \). If \( X \) has cumulative density function (cdf) \( H_c(x) = F(x)^c \) and probability density function (pdf) \( h_c(x) = c g(x) G(x)^{c-1} \). \( \text{Exp}^c F \) is called Lehmann type I distribution. For \( c > 1 \) and larger values of \( x \), the multiplicative factor \( c G(x)^{c-1} \) is greater than one. While, if \( c < 1 \) and for larger values of \( x \), \( c G(x)^{c-1} \) is less than one. Lehmann type II distribution is obtained as a dual transformation \( \text{Exp}^c (1 - G) \) corresponding to the cdf \( G(x) = [1 - F(x)]^c \). Thus (2.1) encompasses both Lehmann type I (\( \text{Exp}^\beta F \) for \( \alpha = 1 \)) and Lehmann type II (\( \text{Exp}^\alpha [1 - G] \) for \( \beta = 1 \)) distributions [11]. Thus, the double construction \( \text{Exp}^\beta [\text{Exp}^\alpha (1 - G)] \) generates the EG class of distributions. Several properties of EG family can be easily obtained through this double transition. \( \alpha \) and \( \beta \) are positive
integers and the family of exponentiated distributions have similar attractive physical interpretation.

If we consider a device that is made up of \( \beta \) independent components in a parallel system and each of the components is also made up of a subcomponents in a parallel system in the same manner. The device fails if all the \( \beta \) components fail and we say that each component fails if any subcomponent fails.

Let \( X_{j1}, \ldots, X_{j\alpha} \) represent the lifetimes of the subcomponents within the \( j \)th components, \( j = 1, 2, \ldots, \beta \) with common cdf \( F(x) \). If \( X \) represents the lifetime of the \( j \)th component and \( X \) represents the lifetime of the device. Thus, the cumulative density function (cdf) of \( X \) can be written as

\[
P(X \leq x) = P(X_1 \leq x, \ldots, X_\beta \leq x) = P(X_1 \leq x) = [1 - P(X_1 > x)]^\beta
\]

\[
= [1 - P(X_{11} > x, \ldots, X_{1\alpha} > x)^\alpha]^\beta = [1 - P(X_{11} > x)^\alpha]^\beta
\]

\[
= [1 - [1 - P(X_{11} \leq x)]^\alpha]^\beta
\]

(2.4)

Thus, the lifetime of a device obeys the EG class of distributions

In this paper, we propose a new distribution based on exponentiated generalized family called Exponentiated Generalized Standard inverse Gaussian (or Lehmann type II inverse Gaussian) distribution. The baseline distribution in this case is inverse Gaussian whose pdf is

\[
f_{IG}(x; \mu, \lambda, \eta) = \frac{1}{\sqrt{2\pi \lambda x^3}} \exp \left( - \frac{\lambda (x - \mu)^2}{2 \mu^2 x} \right), \quad x > 0 \quad (2.5)
\]

Where \( \theta = (\mu, \lambda) \in \mathbb{R}_+^1 \mathbb{R}_+^1 \subset \mathbb{R}^2 \) is the parameter space of the distribution, \( \mu \) and \( \lambda \) are the mean and the scale parameter respectively, and are of the same physical dimensions as \( X \) \[14\]. There are other forms of (2.5) obtainable through re-parameterization, see \[15\].

The cdf is

\[
F_{IG}(x; \theta) = \Phi \left( \sqrt{\frac{\lambda}{x}} \left( \frac{x}{\mu} - 1 \right) \right) + e^{-\mu} \Phi \left( - \sqrt{\frac{\lambda}{x}} \left( \frac{x}{\mu} + 1 \right) \right)
\]

(2.6)

Where \( \Phi(.) \) is the standard Gaussian distribution cdf.

The density is uni-modal which makes it a competitor of models like Log-normal, Log-logistic, generalized Weibull for a lifetime model as described by \[16, 17\] and the mode is given by the formula
\[ M_o = \mu \left( 1 + \frac{9}{4\phi^2} \right) - \frac{3}{2\phi} \]  

where \( \phi = \frac{\lambda}{\mu} \); Mean = \( E(X) = \mu \); Variance = \( Var(X) = \frac{\mu^3}{\lambda} \)

and Coefficient of variation \( CV(X) = \sqrt{\frac{Var(X)}{E(X)}} = \sqrt{\frac{\mu}{\lambda}} \)

Inverse Gaussian distribution provides a suitable choice as lifetime model for phenomena where early occurrences of events are expected. Here, the failure rate is expected to be non-monotone, initially increasing and later decreasing. For example, situations where product failures or repairs are dominant and incidence of pregnancy or birth to a newly married woman living with husband can be well described by this model. The tails of the distribution decrease more slowly than the normal distribution. This feature makes it suitable to model phenomena where numerically large values are more probable than is the case for the normal distribution. The distribution is excellent for its ability to reach top high and admit some extreme values [18].

Figure 1 and figure 2 show the different looks of density curves when each of the parameters is fixed while varying the other.

Figure 1: Fixed \( \mu=3 \) and varying \( \lambda \)

Figure 1: above shows the density curves when \( \mu \) parameter is fixed at \( \mu=3 \) while varying the scale (\( \lambda \)) parameter.
Figure 2: Fixed lamda=20 and varying mu

Figure 2 is showing the curves at fixed value of lamda parameter while varying mu.

2.1 Lehmann type II inverse Gaussian
Recall from equation (2.1) that $G(X)$ is a special case when $\alpha = \beta = 1$. That is inverse Gaussian distribution is obtained. Similarly, when $\beta = 1$, we obtain exponentiated generalized standard inverse Gaussian referred to as Lehmann type II inverse Gaussian distribution. The cdf and pdf of this new distribution are respectively given as

$$G(x; \mu, \lambda, \alpha) = 1 - \left[ 1 - \Phi \left( \frac{\lambda}{\sqrt{x}} \left( \frac{x}{\mu} - 1 \right) \right) - e^{\alpha} \Phi \left( - \frac{\lambda}{\sqrt{x}} \left( \frac{x}{\mu} + 1 \right) \right) \right]^\alpha$$

(2.7)

$$g(x; \mu, \lambda, \alpha) = \left( \frac{\lambda}{2\pi \sigma^3} \right)^{\lambda/2} \exp \left[ - \frac{(x - \mu)^2}{2\sigma^2} \right] \left[ 1 - \Phi \left( \frac{\lambda}{\sqrt{x}} \left( \frac{x}{\mu} - 1 \right) \right) - e^{\alpha} \Phi \left( - \frac{\lambda}{\sqrt{x}} \left( \frac{x}{\mu} + 1 \right) \right) \right]^{\lambda-1}$$

(2.8)

Where $\mu, \lambda, \alpha$ are the location, scale and shape parameters respectively. The survivorship function of the Lehmann type II inverse Gaussian is defined as following
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\[ S(x) = P(X > x) = 1 - G(x) = \int_x^\infty g(t)dt \]

\[ = \left[1 - \Phi\left(\frac{\lambda}{\sqrt{x(\mu - 1)}}\right) + e^{\frac{x}{\mu}} \Phi\left(-\frac{\lambda}{\sqrt{x(\mu + 1)}}\right)\right]^\alpha \]  \hspace{1cm} (2.9)

The hazard rate function \( h(x) \) of a random variable \( X \) of Lehmann type II inverse Gaussian is given as

\[ h(x) = \frac{\left(\frac{\lambda}{2\pi x^3}\right)^{1/2} \exp\left[-\frac{\lambda(x - \mu)^2}{2\mu^2 x}\right]}{1 - \Phi\left(\frac{\lambda}{\sqrt{x(\mu - 1)}}\right) + e^{\frac{x}{\mu}} \Phi\left(-\frac{\lambda}{\sqrt{x(\mu + 1)}}\right)^{\alpha-1}} \]  \hspace{1cm} (2.10)

2.1.1 Moments

The moments of \( X_{i,n} \) can be derived from the probability weighted moments (PWMs), see Greenwood [19], using a result due to Barakat in [20]. If \( F(Y) \) is the cdf of random variable \( Y \) and \( G(X) \) is the cdf of random variable \( X \) with pdf as given in equation (2.7) above then moments of the Lehmann type II inverse Gaussian can be found from the \( (r,j)th \) probability weighted moment (PWM) of \( Y \) defined as

\[ T_{rj} = E(Y^r F(Y)^j) = \int_{-\infty}^\infty y^r F(y)^j f(y)dy \]  \hspace{1cm} (2.11)

Therefore, \( rth \) moment of Lehmann type II inverse Gaussian can be defined as

\[ E(X^r) = \alpha \sum_{j=0}^\infty t_j T_{rj} \]  \hspace{1cm} (2.12)

That is, the moment has been expressed as an infinite weighted sum of \( Y \), where (2.11) can also be expressed as

\[ T_{rj} = \int_0^\infty x^r \left[ \Phi\left(\frac{\lambda}{\sqrt{x(\mu - 1)}}\right) + e^{\frac{x}{\mu}} \Phi\left(-\frac{\lambda}{\sqrt{x(\mu + 1)}}\right)^j \right]^{\lambda/2} \exp\left[-\frac{\lambda(x - \mu)^2}{2\mu^2 x}\right] dx \]

Therefore, (2.12) becomes,

\[ E(X^r) = \alpha \sum_{j=0}^\infty t_j \int_0^\infty x^r \left[ \Phi\left(\frac{\lambda}{\sqrt{x(\mu - 1)}}\right) + e^{\frac{x}{\mu}} \Phi\left(-\frac{\lambda}{\sqrt{x(\mu + 1)}}\right)^j \right]^{\lambda/2} \exp\left[-\frac{\lambda(x - \mu)^2}{2\mu^2 x}\right] dx \]
\[ E(X) = \alpha \mu \sum_{j=0}^{\infty} t_j I_j \]  

(2.13)

Where \( I_j \) is given as

\[ I_j = \left[ \Phi \left( \frac{\lambda}{\sqrt{x/\mu}} - 1 \right) + e^{\frac{2 \lambda}{\mu}} \Phi \left( -\frac{\lambda}{\sqrt{x/\mu}} + 1 \right) \right]^j \]

2.1.2 Quantile Function and Median

The quantile function corresponding to the cdf of Lehmann II inverse Gaussian distribution is given as

\[ x = Q_f \left( 1 - \left( 1 - u \right)^{\frac{1}{\beta}} \right), \]

(2.14)

Where \( Q_f (u) \) is the baseline quantile function.

The realization of the quantile can be achieved by implementing the function ‘quantile (LII_sample, prob=seq(0,1,0.25))’ in the R-package programming [21]. This is after generating sample from Lehmann II inverse Gaussian distribution which is designated as LII_sample from equation (2.1) for \( \beta = 1 \).

2.2 Estimations and inferences on the Parameters

The paper employs the method of maximum likelihood estimation to find the estimates of all the parameters. Given \( X = \{x_1, x_2, \ldots, x_n\} \), a random sample of size \( n \) from the Lehmann Type II Inverse Gaussian distribution with parameters \( \mu, \lambda, \alpha \). The likelihood function can be expressed according to [22] as

\[ L = \prod_u g(x) \prod_c S(x) \]  

(2.15)

The log-likelihood is expressed as

\[ \log L = l(\theta) = \sum_u \log g(x) + \sum_c \log S(x) \]  

(2.16)

Where \( u \) and \( c \) mean sum over uncensored and censored observations respectively.
\[ l(\theta) = n \log \alpha + \sum_{i=1}^{n} \log \left( \frac{\lambda}{2\pi \mu^3} \right)^{1/2} \exp \left[ - \frac{\lambda(x-\mu)^2}{2\mu^2 x} \right] + (\alpha - 1) \sum_{i=1}^{n} \log \left[ \frac{1}{e^{\alpha \mu} \Phi \left( - \frac{\lambda}{\sqrt{x} \mu} \right) - \Phi \left( - \frac{\lambda}{\sqrt{x} (\mu + 1)} \right) } \right] \] (2.17)

The components of the score vector are

\[ U_{\alpha}(\theta) = \frac{\partial l(\theta)}{\partial \alpha} = \frac{n}{\alpha} + \sum_{i=1}^{n} \log \left[ 1 - \Phi \left( \frac{\lambda}{\sqrt{x} \mu} \right) - e^{\alpha \mu} \Phi \left( - \frac{\lambda}{\sqrt{x} \mu} \right) \right] \] (2.18)

\[ U_{\mu}(\theta) = \frac{\partial l(\theta)}{\partial \mu} = -\frac{\lambda}{2\mu^2} \sum_{i=1}^{n} \left[ \frac{(x-\mu)^2}{\mu^2} \right] + \sum_{i=1}^{n} \left[ \frac{\partial \lambda}{\partial \mu} \right] \left[ 1 - \Phi \left( \frac{\lambda}{\sqrt{x} \mu} \right) - e^{\alpha \mu} \Phi \left( - \frac{\lambda}{\sqrt{x} \mu} \right) \right] \] (2.19)

\[ U_{\lambda}(\theta) = \frac{n}{\lambda^{3/2}} - \frac{1}{2\mu^2} \sum_{i=1}^{n} \left[ \frac{(x-\mu)^2}{\mu^2} \right] + \sum_{i=1}^{n} \left[ \frac{\partial \lambda}{\partial \mu} \right] \left[ 1 - \Phi \left( \frac{\lambda}{\sqrt{x} \mu} \right) - e^{\alpha \mu} \Phi \left( - \frac{\lambda}{\sqrt{x} \mu} \right) \right] \] (2.20)

Solving the above equations simultaneously produce the maximum likelihood estimates of the parameters. For interval estimation and hypothesis testing on the model parameters, a “3 by 3” observed information matrix is required. We therefore proceed to obtained the elements of the observed information matrix \( I''(\theta) \) for the parameters \( \mu, \lambda, \alpha \), through second partial derivatives of components of score functions as follows

\[ U_{\alpha\alpha}(\theta) = -\frac{n}{\alpha^2} \] (2.21)

\[ U_{\alpha\mu}(\theta) = -\frac{\lambda}{2\mu^2} \sum_{i=1}^{n} \left[ \frac{(x-\mu)^2}{\mu^2} \right] + (\alpha - 1) \sum_{i=1}^{n} \left[ \frac{\partial \lambda}{\partial \mu} \right] \left[ 1 - \Phi \left( \frac{\lambda}{\sqrt{x} \mu} \right) - e^{\alpha \mu} \Phi \left( - \frac{\lambda}{\sqrt{x} \mu} \right) \right] \] (2.22)

\[ U_{\mu\mu}(\theta) = -\frac{3n}{4\lambda^{3/2}} + \sum_{i=1}^{n} \left[ \frac{\partial \lambda}{\partial \mu} \right] \left[ 1 - \Phi \left( \frac{\lambda}{\sqrt{x} \mu} \right) - e^{\alpha \mu} \Phi \left( - \frac{\lambda}{\sqrt{x} \mu} \right) \right] \] (2.23)

### 2.2.1 Model discrimination

Here, we discriminate between the two models under consideration using their ratio of maximized likelihoods, defined according to \([23, 24]\), as

\[ L = \frac{L_{KG}(\hat{\mu}, \hat{\lambda})}{L_{LIG}(\hat{\mu}, \hat{\lambda}, \hat{\alpha})} \] (2.24)

Where \( L_{KG}(\hat{\mu}, \hat{\lambda}) \) and \( L_{LIG}(\hat{\mu}, \hat{\lambda}, \hat{\alpha}) \) are the respective maximum values of the likelihood functions for inverse Gaussian and Lehmann type II inverse Gaussian.
models. If \( L_{IG}(\hat{\mu}, \hat{\lambda}) > L_{LIG}(\hat{\mu}, \hat{\lambda}, \hat{\alpha}) \) then inverse Gaussian model is adjudged better than Lehmann type II inverse Gaussian model. Otherwise, Lehmann type II inverse Gaussian model has a better fit. The natural logarithm of (2.24) is \( \ln(L) = T \).

\[
T = \ln(L) = \ln \left[ \frac{L_{IG}(\hat{\mu}, \hat{\lambda})}{L_{LIG}(\hat{\mu}, \hat{\lambda}, \hat{\alpha})} \right]
\]

(2.25)

\(T\) is either positive or negative depending on the probability of correct selection of a particular model being better than the other. For example, the sign is positive if the model whose likelihood value is in the numerator is preferably and correctly selected as being better than the model whose likelihood value is in the denominator. That is, if \( \ln L = T > 0 \), data belong to inverse Gaussian model and if \( \ln L = T < 0 \), then the data set is better fit by Lehmann type II inverse Gaussian model. For more on the distribution of \( T \) and computation of probability of correct selection of model, see \[25\] and \[26\]

Equation (2.25) can be expressed as difference of the log-likelihoods of the two models, viz;

\[
T = L_{IG}(\hat{\mu}, \hat{\lambda}) - L_{LIG}(\hat{\mu}, \hat{\lambda}, \hat{\alpha})
\]

(2.26)

\[
T = \frac{n}{2} \ln \lambda - \frac{n}{2} \ln(2\pi) - \frac{3}{2} \sum_{i=1}^{n} \ln x_i - \sum_{i=1}^{n} \frac{\hat{\lambda}(x_i - \mu)^2}{2\mu^2 x_i} - n \log \alpha + \frac{\lambda}{2\pi} \sum_{i=1}^{n} \log \left[ \frac{\lambda}{2\mu^2} \right] + (\alpha - 1) \sum_{i=1}^{n} \left[ 1 - \Phi \left( \frac{x_i}{\sqrt{\frac{2}{\alpha}}} \right) \right] - e^{\frac{\lambda}{\mu}} \Phi \left( - \frac{x_i}{\sqrt{\frac{2}{\alpha}}}, \frac{x_i}{\mu} + 1 \right)
\]

(2.27)

All these expressions can be numerically computed in software like R project for statistical computing \[21\], Matlab \[27\] and Mathematica \[28\]

3. RESULTS AND DISCUSSION

3.1 Simulation Study

Tables 1 and 2 present the means and variances respectively of different data sets generated at different fixed values of parameters using the cumulative density function. The data were generated to mimic realization of time (in months) of first birth after marriage of a woman. Assumptions are that the time-to-first birth after marriage lies between 7 and 120 months of marriage. The woman is also assumed to be fecund at the time of marriage and she is exposed to uninterrupted sexual relationship with her husband.
As displayed in Table 1 above, the mean values of different data sets generated from the Lehmann type II inverse Gaussian model, for varying values of parameters. The mean values increase as the scale and location parameters increase. However, the mean which is initially decreasing, looking at the table vertically downward, as the shape parameter increases tends to rise when the shape parameter exceeds 1.3 (i.e. when $\alpha > 1.3$). These impacts of varying parameters on the means of the distributions lay credence on the suitability of the new model to large skew lifetime data with large values.

In the same vein, the variances of the data sets behave similarly as the means for various values of the parameters. The variances increase as the location and scale parameters increase.

The following figures depict different shapes of the density curves of Lehmann type II inverse Gaussian model.
Figure 3: Fixed $\mu=20$, $\lambda=40$ and varying $\alpha$

Figure 3 above corresponds to different shapes of the pdf when the shape parameter is varied at fixed values of location ($\mu$) and scale ($\lambda$) parameters. Here, the shape of the curve that corresponds to $\alpha=1$ is that of inverse Gaussian. The heights of the curves for values of $\alpha$ greater than one are higher than that for inverse Gaussian.
Figure 4: Fixed $\mu=20$, $\alpha=1.1$ and varying $\lambda$

Figure 4 shows the curves of the pdf of the Lehmann type II inverse Gaussian for varying scale ($\lambda$) parameter while other two parameters are fixed.

Figure 5: Fixed $\alpha=1.1$, $\lambda=40$ and varying $\mu$
Figure 5 is the figure showing different shapes of pdf curves for the fixed values of alpha and land lamda while varying location (mu) parameter

3.2 Application to Lifetime Data and Results

The Lehmann type II inverse Gaussian distribution and the inverse Gaussian distribution are both applied to two real data sets and the distribution corresponding to the best fit is selected using the Akaike Information Criteria (AIC) and ratio of maximized likelihoods.

Data set I

The first data set represents the times to first birth after first marriage of women in Nigeria. The data were extracted from the reports of National Demographic and Health Survey (NDHS) [29]. The data is also referred to as first birth interval (FBI). Time to first birth (in months) after first marriage of a woman is one of several variables collected during the survey comprising of 15363 sampled respondents. The data has been studied by Amusan & Zarina [16]. The data is summarized in table 3 and the performance of the two competing distributions is presented in table 4.

Data set II

The second data are the survival times of 72 guinea pigs (in days) infected with virulent tubercle. The data was reported by [30] and has also been studied by [31]. The data are as following


The data is summarized in table 5 and the performance of the distributions is given in table 6.

<table>
<thead>
<tr>
<th>Table 3: Summary Statistics of First Birth Interval Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>7.0</td>
</tr>
</tbody>
</table>
Table 4: Performance of distributions with standard errors in parentheses using FBI Data

<table>
<thead>
<tr>
<th>Distributions</th>
<th>Parameters</th>
<th>P-value</th>
<th>$l(\theta)$</th>
<th>AIC</th>
<th>T</th>
<th>Chi-square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverse Gaussian</td>
<td>$\hat{\lambda} = 45.46(0.5318)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td>-58306.6</td>
<td>116617.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{\mu} = 28.74(0.1942)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lehmann Inverse-Gaussian</td>
<td>$\hat{\lambda} = 46.0(0.4697)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td>-52628.2</td>
<td>105262.4</td>
<td>-5678.4</td>
<td>11356.8</td>
</tr>
<tr>
<td></td>
<td>$\hat{\mu} = 31.0(1.6289)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{\alpha} = 1.1(0.0851)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Summary Statistics of survival times of 72 Guinea pigs

<table>
<thead>
<tr>
<th>Min.</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>105.8</td>
<td>148.9</td>
<td>223.0</td>
<td>177.2</td>
<td>9483.1</td>
<td>1.297</td>
<td>4.739</td>
<td>555.0</td>
</tr>
</tbody>
</table>

Table 6: Performance of distributions with standard errors in parentheses using Guinea pigs Data

<table>
<thead>
<tr>
<th>Distributions</th>
<th>Parameters</th>
<th>P-value</th>
<th>$l(\theta)$</th>
<th>AIC</th>
<th>T</th>
<th>Chi-square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverse Gaussian</td>
<td>$\hat{\lambda} = 261.6(0.117)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td>-1073.5</td>
<td>2151.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{\mu} = 177.4(0.092)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lehmann Inverse-Gaussian</td>
<td>$\hat{\lambda} = 218.3(0.0205)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td>-1019.2</td>
<td>2044.4</td>
<td>-54.3</td>
<td>108.6</td>
</tr>
<tr>
<td></td>
<td>$\hat{\mu} = 52.0(1.9204)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\hat{\alpha} = 1.2(0.1130)$</td>
<td>$&lt; 2 \times 10^{-16}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Looking at tables 4 and 6, the model with lowest AIC or the highest log-likelihood or the negative sign of ratios of maximized likelihoods is considered to have a better fit than the other. From these two tables it is clear that Lehmann type II inverse Gaussian model fits the two data sets better than the inverse Gaussian.

CONCLUSION
There are a large number of studies on model construction through a diverse range of methods using various distributions as baseline models. In this paper, a novel univariate model called Lehman type II inverse Gaussian has been successfully constructed and compared with the its baseline, inverse Gaussian model in terms of
flexibility and applicability to real life data. It is evident that Lehmann type II inverse Gaussian model outperforms the inverse Gaussian model for the two data sets considered as showed in the magnitude of AIC and log-likelihood including the negative sign of ratio of maximized likelihood. The paper concludes that Lehmann type II inverse Gaussian can be more suitable for modeling situations where large values occur at the tail end and whose probability of some events can be high. Nonetheless, the authors still recognize the usefulness and popularity of inverse Gaussian model in modeling diverse phenomena.
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