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Abstract 

 

Structural equation modeling (SEM) based on covariant (CBSEM), in defining 

a structural model which assumes that it is linear, can be modified to the form 

of nonlinear structural model that is called the spline truncated SEM  

 η ξκω Γ γ ζ , for the γ is vector of parameter and a particular matrix 
ξκΓ

which contains factor scores of exogenous latent variable and knot point. To 

test the hypothesis of 
0H : 0j

 υ γ  against
0H : 0j

 υ γ , for a vector line 
j
υ  in 

which the element j is 1 and the other is 0, by using likelihood ratio test 

(LRT), is obtained the statistical test of hypothesis namely 

2 2

T
( ) / s






Λ

Λ

 

distributed by t  with independent degree 
2 .s Area of rejection 

0H  for this 

hypothesis fulfills the equation of P(T K ) or P(T > K ) ,
2 2

       for a 

constant K . 
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1. INTRODUCTION 

Structural equation modeling (SEM), is one of the statistical approaches used for 

research that uses a variable that cannot be measured directly (latent variable) but it is 

conducted through indicators. There are two important things, which are carried out in 

SEM namely: i) how to explain the relationship between the latent variables with the 

indicators (measurement model) and ii) how to explain the relationship between the 

latent variables (structural model) as previously reported by Bollen [1]. In the 

measurement model can be used confirmatory factor analysis (CFA) and in structural 

model can be used, path analysis. Generally, in the present study of SEM used, is 

based on covariance (CBSEM) applying the software of AMOS and LISREL, which 

assumes that the structural model is linear, Bollen [1] Joreskog [2], and Bentler [3]. 

For certain cases, linearity in structural model can be modified into nonlinear in order 

to clarify the relationship between the latent variables that are not linear, Ruliana, 

Budiantara, Otok and Wibowo [4], Lee and Zhu [5], Lee and Song [6],  Lee, Song and 

Lee [7], Lee, Song and Poon [8], Bollen and Current [9], Lee and Tang [10], Wall and 

Amemiya [11], Klein and Muthen [12], Mooijaart and Satorra [13], Wall and 

Amemiya [14], and Harring [15]. By getting a nonlinear structural model in SEM, 

furthermore, it is important to know what the parameters in the modified model are 

significant, or not. Simultaneous hypothesis testing of spline truncated model in 

nonlinear SEM was studied by Ruliana, Budiantara, Bambang and Wibowo [16]. In 

this paper aims at developing a partially statistical test to analyze the significance of 

structural parameters in the model of nonlinear SEM, partial distribution of the 

statistical test and the critical area. 

 

 

2. HYPOTHESIS MODEL AND PARAMETER ESTIMATION OF SPLINE 

TRUNCATED MODEL IN NONLINEAR SEM 

Ruliana et al (2015) had written down the measurement model of exogenous and 

endogenous latent variable as follows: 

   xx Λ ξ δ  (1) 

   η y,η ηy Λ η ε  (2) 

with the factor scores for ξ  is 
1ξ

ω and 
2ξ

ω and for η  is ηω . The model of spline 

truncated in nonlinear SEM for two variables of latent exogenous is written down the 

following 
1 1 2 2

1 2

1 1 2 21 1 2 2

0 1 0 1

( ) ( )
m K m K

m mr t

i r i s i s t i u i u i

r s t u

                

   

           (3) 

 

In the form of matrix, model (3) can be written down such as the following: 

   
η ξκ

ω Γ γ ζ  (4) 

 

where ξκ
Γ  is the matrix which contains exogenous latent variable and knot [4]. To 

know whether the parameters in the model(3) above, partially affect to the model or 

not, it is carried out a test of hypothesis with the formula as written below: 
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  0H : 0j
 υ γ versus 0H : 0j

 υ γ  (5) 

where j
υ  is the vector line 11 s , 1 1 2 1 2 2s m m k k      in which the  

element -j is 1 and the other is zero, γ  is the parameter vector 1 1s  . The form of (5) 

is the formulation of hypothesis for test of partial models(3), with sets of parameters 

below population or space   could be found in Ruliana, Budiantara, Bambang and 

Wibowo [16] and the sets of parameters below 0H , or space  are 

1 1 2 2

2

10 11 1 11 1 20 21 2 21 2{ ( , , , , , , , , , , , , , ), 0}m K m K j          
   γ υ γ  (6) 

 

Estimation of parameter γ  in the area of parameter for model (3)is given in  

Lemma 1 as stated in sentence below 

 

Lemma1 

If ˆ
γ  and ˆ

γ , respectively, are the estimator parameters under the area of   and 

for hypotheses model (5), then 

 
1 1 1ˆ ˆ ˆ( ) [ ( ) ]j j j jj

  

  
     ξκ ξκ ξκ ξκγ γ Γ Γ υ υ Γ Γ υ υ γ  (7) 

 

Proof: 

Given the lagrange function 

 R( , ) V( ) 2 ( )j  
  γ θ γ θ υ γ  (8) 

 

where V( ) ( ) ( )  
  η ξκ η ξκγ ω Γ γ ω Γ γ  (9) 

with the vector of lag range multipliers 2 θ and constraint ˆ
j 
υ γ . Estimation for γ is 

ˆ
γ  by minimizing the form of 

 ˆ ˆ ˆV( ) ( ) ( )  
  η ξκ η ξκγ ω Γ γ ω Γ γ  (10) 

 

ˆ
γ  is obtained with decomposing the equation of (8)and becomes 

 R( , ) 2 2 ( )j    
         η η ξκ η ξκ ξκγ θ ω ω γ Γ ω γ Γ Γ γ θ υ γ  (11) 

 

Furthermore, by derivation partially the equation of (11) with respect to γ  and θ  

equalizing the result to zero, it is obtained: 

 
1ˆ ˆ ( ) j



 
  ξκ ξκγ γ Γ Γ υ θ  (12) 

and 

 
1 1 ˆ[ ( ) ]j j j

 


   ξκ ξκθ υ Γ Γ υ υ γ  (13) 

 

By substituting the equation of (13)in(12), then ˆ
γ is obtained for the model of (3), is: 

 
1 1 1ˆ ˆ ˆ( ) [ ( ) ]j j j j

  

  
     ξκ ξκ ξκ ξκγ γ Γ Γ υ υ Γ Γ υ υ γ  
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3. PARTIAL STATISTICAL TESTS AND STATISTICAL DISTRIBUTION 

MODEL TEST OF SPLINE TRUNCATED IN NONLINEAR SEM. 

To obtain the statistical test of hypothetical model (5) can be used method of 

likelihood ratio test (LRT). The likelihood ratio is obtained by preparing a ratio of the 

likelihood maximum function in parameter area  and , and to obtain the function 

of likelihood maximum needs an estimation of parameter of γ and parameter of 2




below the area of parameter  and . 

 

Theorem 1 

Let a model is given in the equation of (3) with hypothesis formulation in the equation 

of(5), thus statistical test for this hypothesis is given by: 

 

2 2

T
( ) / s






Λ

Λ
 (14) 

where: 

  1 1

1
ˆ ˆ( ) [ ( ) ] ( )j j J j

   

 
      ξκ ξκΛ Λ υ γ υ Γ Γ υ υ γ  (15) 

 
1

2 [ ( ) ]    η ξκ ξκ ξκ ξκ ηΛ ω I Γ Γ Γ Γ ω  (16) 

 2 1 2 1 2( 2)s n m m k k       (17) 

 

Proof: 

Estimator for γ  and 2


 below the area of parameter   sequentially is given below 

 
1ˆ ( )

  ξκ ξκ ξκ ηγ Γ Γ Γ ω  (18) 

 

 
2

ˆ ˆ( ) ( )
ˆ

n


 



 


η ξκ η ξκω Γ γ ω Γ γ
 (19) 

 

Based on Lemma 1 above, estimator for γ  below   is ˆ
γ  such as, in the equation 

of(7). Furthermore, by using a maximum likelihood estimation (MLE) is obtained 

estimator for 2


 as follows 

 
2

( ) '( )
ˆ

n


 



 


η ξκ η ξκω Γ γ ω Γ γ
 (20) 

 

Thus, the maximum likelihood functions under   and  , respectively, in the 

equation of (21) and (22) is obtained as formulated in two equations: 

 2 2 /2 /2ˆ ˆ ˆ ˆL( ) L( , ) (2 ) en n

     

    γ  (21)

  

 
2 2 /2 /2ˆ ˆ ˆ ˆL( ) L( , ) (2 ) en n

      

   γ  (22) 
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Furthermore in the equation of  (21) and (22) are obtained likelihood ratio as follows 

2

ratio

ˆ ˆ ˆ( ) ( )( )
L

ˆ ˆ ˆ( ) '( )( )

n

L

L

 

 

  
   

    

η ξκ η ξκ

η ξκ η ξκ

ω Γ γ ω Γ γ

ω Γ γ ω Γ γ
 

2
2

n

 
  
 

Λ

A
 (23) 

where 

 
2

ˆ ˆ( ) ( )

 
  η ξκ η ξκΛ ω Γ γ ω Γ γ  (24) 

 ˆ ˆ( ) '( )   η ξκ η ξκA ω Γ γ ω Γ γ  (25) 

with modifying of matrix A into the form as follow: 
1 1

2 1

ˆ ˆ ˆ ˆ( ) ( ) ( ) [ ( ) ] ( )j j j j

 

   

 

       

 

η ξκ η ξκ ξκ ξκA ω Γ γ ω Γ γ υ γ υ Γ Γ υ υ γ

Λ Λ
 (26) 

where 
1 1

1
ˆ ˆ( ) [ ( ) ] ( )j j j j

  

 
     ξκ ξκΛ υ γ υ Γ Γ υ υ γ  (27) 

 

Furthermore by substituting (26) in (23) and decomposing it, obtained 

 1 2
ratio

2

L (1 )

n



 

Λ

Λ
 (28) 

 

From the equation of (28) for 
1

 Λ Λ , then subsequently, the statistical test for 

hypotheses model (5) is discovered, in form as follows: 

  

2 2

T
( ) / s






Λ

Λ
 

 

Furthermore, the distribution of the statistical test that has been obtained above is 

described in the following theorem: 

 

Theorem 2 

If 
Λ and 2


Λ , respectively, are written in the equations of (15) and (24) then 

  
2

2 2

T ( )
( ) /

t s
s






Λ

Λ
 (29) 

 

Proof: 

To prove Theorem 2 above is performed in 3 points, namely 3.1, 3.2 and 3.3 with the 

description three elaborations as described below: 

 

3.1  Form of distribution from 
Λ  

From the equation of (3), with the assumption of error 
2~ ( , )N ζ 0 I , then the 

component of ˆ( )j 
υ γ  in the equation of (27) is written as 
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1 2ˆ( ) ( , ( ) )j j j jN 

 
   

ξκ ξκυ γ υ γ υ Γ Γ υ  (30) 

for 

 

1 1

2

[ ( ) ]j j



  


ξκ ξκυ Γ Γ υ
B  

 
2 1[ ( ) ]j j   ξκ ξκV υ Γ Γ υ  

and 

( )
BV is the idempotent matrix, then: 

 21

2
χ (rank( ), )




Λ

B D  (31) 

with 

 
1 1

2

( )
( ) [ ( ) ]

2

j

j j j


  


    ξκ ξκ

υ γ
D υ γ υ Γ Γ υ  (32) 

 

Because B is the vector line, and below hypotheses of 0H matrix  D 0  then the 

form of (31)  becomes 

  
21

2
(1)




Λ

χ  (33) 

 

By dividing the components of 1


Λ contained in the equation of (15) with 2  and 

writing down as follows 

 

  1 1 2ˆ ˆ( ) [ ( ) ] ( ) / )j j j j   

 
     ξκ ξκΛ υ γ υ Γ Γ υ υ γ   

 

      
 

2

1

ˆ ˆ( ) ( )
/

[ ( ) ]

j j

j j


 



   
 
  
 ξκ ξκ

υ γ υ γ

υ Γ Γ υ
 

 

              
1

ˆ

[ ( ) ]

j

j j








 
ξκ ξκ

υ γ

υ Γ Γ υ
 (34) 

 

The expected value from the equation (34) is: 

1

ˆ
E( )=E

[ ( ) ]

j

j j





 
 
  
 ξκ ξκ

υ γ
Λ

υ Γ Γ υ
 

         
1

1
ˆE( )

[ ( ) ]
j

j j





 
ξκ ξκ

υ γ
υ Γ Γ υ

 (35) 

And the expected and variance from ˆ
j 
υ γ can be derived in the form of: 
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1

1

1

ˆE[( ) ] E( ( ) )

( ) E( )

( )

j j

j

j











   

  

  

ξκ ξκ ξκ η

ξκ ξκ ξκ η

ξκ ξκ ξκ ξκ

υ γ υ Γ Γ Γ ω

υ Γ Γ Γ ω

υ Γ Γ Γ Γ γ

 

                 j 
 υ γ  (36) 

 
1

1 1

2 1 1

ˆVar[( ) ] Var( ( ) )

( ) Var[ ] ( )

( ) ( )

j j

j j

j j





 

 

   

   

   

ξκ ξκ ξκ η

ξκ ξκ ξκ η ξκ ξκ ξκ

ξκ ξκ ξκ ξκ ξκ ξκ

υ γ υ Γ Γ Γ ω

υ Γ Γ Γ ω Γ Γ Γ υ

υ Γ Γ Γ Γ Γ Γ υ

 

                    
1 2[ ( ) ]j j 
  ξκ ξκυ Γ Γ υ  (37) 

 

The substitution of equation (36) to equation (35): 

 
1

ˆ
E( )

[ ( ) ]

j

j j








 
ξκ ξκ

υ γ
Λ

υ Γ Γ υ
 (38) 

 

The variance of the equations (34) is: 

 

1

ˆ
Var( ) =Var

[ ( ) ]

j

j j





 
 
  
 ξκ ξκ

υ γ
Λ

υ Γ Γ υ
 

2

1

1
ˆVar( )

[ ( ) ]
j

j j




 
  
  
 ξκ ξκ

υ γ
υ Γ Γ υ

 (39) 

 

Variance from ˆ
j 
υ γ in equation (37) is inserted to equation (39), and is obtained 

1 2

1 2

1
Var( ) [ ( ) ] ]

[ ( ) ]
j j

j j




 


  

  
ξκ ξκ

ξκ ξκ

Λ υ Γ Γ υ
υ Γ Γ υ

=1 (40) 

 

From equation (38) and (40) with ˆ
γ are the linear functions of ηω , then 

 
1

, 1
[ ( ) ]

j

j j

N






 
 
  
 ξκ ξκ

υ γ
Λ

υ Γ Γ υ
 (41) 

 

Under the hypothesis 0H : 0j
 υ γ , form of (41) is rewritten: 

 (0,1)N Λ  (42) 

 

From the equation of (42) can be known the distribution of 
Λ namely (0,1)N Λ . 

 

 

3.2 Form of distribution from 2


Λ  
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Form of 2


Λ  contained in (24) can be modified into a quadratic form, which is 

expressed in relations: 

 
1

2 [ ( ) ]    η ξκ ξκ ξκ ξκ ηΛ ω I Γ Γ Γ Γ ω  (43) 

with 

 
2( , )N η ξκω Γ γ I  

for 

 

1

2

[ ( )



 


ξκ ξκ ξκ ξκI Γ Γ Γ Γ
C  

 2 V I  

where, ( )CV is an idempotent matrix, and then  

 
22

2
(rank( ), )




Λ

χ C E  (44) 

with 

 
1

2

( )
( ) [ ( ) ]

2

   
ξκ

ξκ ξκ ξκ ξκ ξκ

Γ γ
E Γ γ I Γ Γ Γ Γ  (45) 

 

For C and 
V  are respectively nonsingular matrix thus they are valid for

2rank( ) rank( ) tr( ) s   C CV CV , where 2 1 2 1 2( 2)s n m m k k      . The 

results of description of E matrix is equal to 0, then the form of (44)  becomes 

  2

22
( )s




2Λ
χ  (46) 

 

3.3 Independence of 
Λ and 2


Λ  

Independences of 
Λ  and 2


Λ can be identified from the results of matrix 

multiplication of quadratic form with the vectors of quadratic form from 1


Λ  and 2


Λ , 

with
1

 Λ Λ . Initiated by modifying 1


Λ  and 2


Λ , respectively, in the following 

forms 

 
1 1

1 [ [ ] ] [ [ ] ]j j j j j j

      η ξκ η ξκΛ ω Γ υ υ υ P ω Γ υ υ υ  (47) 

with 

 
1 1 1 1( ) [ ( ) ] ( )j j j j

         ξκ ξκ ξκ ξκ ξκ ξκ ξκ ξκP Γ Γ Γ υ υ Γ Γ υ υ Γ Γ Γ  (48) 

and 

 
1 1

2 [ [ ] ] [ [ ] ]j j j j j j

      η ξκ η ξκΛ ω Γ υ υ υ Q ω Γ υ υ υ  (49) 

with 

 
1[ ( )   ξκ ξκ ξκ ξκQ I Γ Γ Γ Γ  (50) 

for 
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1

2

[ [ ] ]j j j



 



η ξκV Var ω Γ υ υ υ

I
 (51) 

Furthermore, the result of multiplying the equations(50), (51) and (48) is written 

down in formula as derived in following form 

  2( )QVP Q I P , I is identity matrix 

                  
2



QIP

0
 (52) 

From the equation of (52)is seen that 1


Λ  and 2


Λ  are independent, which mean that 

1

 Λ Λ  and 2


Λ  are also independent. Based on the equations of (42), (46) and 

(52), the distribution of the statistical test in the equation of (3)is: 

  
2

2 2

T ( )
( ) /

t s
s






Λ

Λ
 

 

 

4. CRITICAL AREA FOR PARTIAL TEST OF MODEL SPLINE 

TRUNCATED IN NONLINEAR SEM 

Critical areas for the partial test model parameters truncated in nonlinear SEM are 

given in the following theorem: 

 

Theorem 3 

If given partial test hypothesis formulation in the equation of (5) with statistical test in 

the equation of (14) and the distribution as in the equation of (29), then the critical 

area is: 

 
2P(T K ) or P(T > K ) ; T ( )

2 2
t s

       (53) 

Proof: 

Critical areas for the partial test on the model of (5) is to solve a form that meets the 

following equation 

  
ratio

ˆ( )
L K

ˆ( )

L

L


 


 (54) 

Equation (54)can be rewritten as: 

  
2

1

2

1 K

n






 
  

 

Λ

Λ
 (55) 

 

By expanding the equation (55), the new form is obtained as 

  
2

1

2

1 K n






 
  

 

Λ

Λ
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2
2

1

2

(K 1)n






 
   
 
 

Λ

Λ
 

  

2
2

2 2 2

1
(K 1)

1 / ( ) /

n

s s






 
   
 
 

Λ

Λ
 

  

2

2 2

K
( ) / s






 
  
 
 

Λ

Λ
; with

2

2

(K 1)
;K

n

s



 
  (56)

 

 

From equation (56) can be written as follows: 

 2 *T K , with
2

2 2

T ( )
( ) /

t s
s






Λ

Λ
 (57) 

 

By writing an equation (57) in the following form 

  

 T K  ,

2

2

(K 1)
K

n

s



 
  (58) 

 

And then referring the equation of (58), it can be developed an expression, if given 

significant rate of , then it is obtained the critical area as follows: 

 
2P(T K ) or P(T > K ) ; T ( )

2 2
t s

       

 

 

5. CONCLUSION 

By using likelihood ratio test for the hypotheses of 0H : 0j
 υ γ versus     0H : 0j

 υ γ in 

the model of spline truncated in nonlinear SEM, can be concluded as follows 

 

1. Partially statistical test for spline truncated in nonlinear SEM is 

  2 2

T
( ) / s






Λ

Λ
 

With: 

  
 1 1

1
ˆ ˆ( ) [ ( ) ] ( )j j J j

   

 
      ξκ ξκΛ Λ υ γ υ Γ Γ υ υ γ

  

  
1

2 [ ( ) ]    η ξκ ξκ ξκ ξκ ηΛ ω I Γ Γ Γ Γ ω
 

  2 1 2 1 2( 2)s n m m k k     
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2. Distribution of the partially statistical test to spline truncated in nonlinear SEM is 

  
2

2 2

T ( )
( ) /

t s
s






Λ

Λ
  

 

3. Rejection area of 
0H , for partial test to spline truncated in nonlinear SEM is 

  
2P(T K ) or P(T > K ) ; T ( )

2 2
t s
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