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Abstract

In this note, we consider the problem of block matrix pseudo-inversion. We propose
a new heuristic formula for pseudo-inverse of partitioned matrix. For matrices of
full column rank we give a justification and discuss the time complexity of the new
formula. In this case the new formula is much simpler then well-known Cline’s
formula and in some issues it has an advantage in comparison with the usual formula
C+ = (CT C)−1CT for pseudo-inverse of full rank matrix.
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1. Introduction

The problems of identification and control in the theory of linear neighborhood systems
[1] often leads to the matrix equation of the formCz = Ax+By = D, where the unknown
vector z is a concatenation of vectors x and y. In this context, x and y can be the state
and the control vectors (when we are dealing with control) or unknown coefficients on
the state and control variables (when we are dealing with identification). If for the matrix

C = [A|B] the pseudo-inverse (or Moore-Penrose inverse [2]) C =
[

Ã

B̃

]
is known

then the pseudo-solution to the system, i.e. the least-squares solution of smallest norm,
can be written as

z =
[

x

y

]
=

[
ÃD

B̃D

]
.

The Cline’s formula [3] for block matrix pseudo-inverse

z =
[

x

y

]
=

[
C+

A + PAKAAT (B+)T B+(I − AC+
A )

C+
B + PBKBBT (A+)T A+(I − AC+

B )

]
,
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where
CB = (I − AA+)B, CA = (I − BB+)A,

PB = I − C+
B CB, PA = I − C+

ACA,

KB = [I + PBBT (A+)T A+BPB]−1, KA = [I + PAAT (B+)T B+APA]−1,

allows us, in particular, to find the matrix Ã (or B̃) and, therefore, to find the unknown vec-
tor x (or y) without calculating the entire matrix C+. In case when we are interested only
in x (or y) it gives a hope for reducing the volume of computation. However, for the matrix
C = [A|B] of full column rank the time complexity of the Cline’s formula is much greater
than that of the usual formula C+ = (CT C)−1CT = [(CT C)−1AT , (CT C)−1BT ]. In
what follows, we suggest a heuristic computation for block matrix C = [A|B] pseudo-
inverse and then justify the obtained result for matrix of full column rank. Unlike of the
Cline’s formula, the new formula contains much less matrix multiplications and its time
complexity is comparable with that of the formula C+ = (CT C)−1C.

2. Heuristic pseudo-inverse

Consider the matrix equation

Cm×(n+k)z = Am×nxn + Bm×kyk = Dm (1)

Let xn and yk are the pseudo-solutions of the equations

Am×nxn = Dm − Bm×kyk and Bm×kyk = Dm − Am×nxn (2)

i.e.
xn = A+

n×mDm − A+
n×mBm×kyk (3)

and
yk = B+

k×mDm − B+
k×mAm×nxn (4)

From (3) and (4) we get

xn = A+
n×mDM − A+

n×mBm×k(B
+
k×mDm − B+

k×mAm×nxn) (5)

and hence

(In×n − A+
n×mBm×kB

+
k×mAm×n)xn = (A+

n×m − A+
n×mBm×kB

+
k×m)Dm (6)

Now let xn be the pseudo-solution of the matrix equation (6):

xn = (In×n − A+
n×mBm×kB

+
k×mAm×n)

+(A+
n×m − A+

n×mBm×kB
+
k×m)Dm (7)

or, in short notation, xn = Aτ
n×mDm. Substituting this expression for xn in (4), we get

yk = B+
k×m(Im×m − Am×nA

τ
n×m)Dm (8)



A Note on Heuristic Analog of Cline’s Formula 3403

Therefore, the matrix

C τ =
[

(In×n − A+
n×mBm×kB

+
k×mAm×n)

+(A+
n×m − A+

n×mBm×kB
+
k×m)

B+
k×m(Im×m − Am×nA

τ
n×m)

]
or, in short notation,

Cτ =
[

Aτ
n×m

Bτ
k×m

]
(9)

is a candidate for the pseudo-inverse C+. Of course, our formal calculation leaves open

the question, is the found vector

[
xn

yk

]
the genuine pseudo-solution of source system

(1) and is the matrix C τ the genuine pseudo-inverse for C = [A|B].

3. Justification of the heuristic formula for the matrices of
full column rank

In this case
A+

n×mAm×n = In×n and B+
k×mBm×k = Ik×k.

Besides, in this situation the matrix (In×n−A+
n×mBm×kB

+
k×mAm×n) is invertible. Indeed,

the equality A+
n×mBm×kB

+
k×mAm×nzn = zn implies

Am×nA
+
n×mBm×kB

+
k×m(Am×nzn) = (Am×nzn). (10)

On the other hand, Am×nA
+
n×m and Bm×kB

+
k×m are projectors on linearly independent

subspaces and hence (10) implies Am×nzn = 0 and thus zn = 0. Therefore, we can write
down further the inverse

(In×n − A+
n×mBm×kB

+
k×mAm×n)

−1

instead of the pseudo-inverse

(In×n − A+
n×mBm×kB

+
k×mAm×n)

+.

Consider the product of hypothetical pseudo-inverse (9) and the source matrix:[
Aτ

n×m

B τ
k×m

] [
Am×n|Bm×k

] =
[

Aτ
n×mAm×n Aτ

n×mBm×k

B τ
k×mAm×n B τ

k×mBm×k

]
=

[
I III

IV II

]
.

We compute separately each of the blocks.

Block I :

(In×n − A+
n×mBm×kB

+
k×mAm×n)

+(In×n − A+
n×mBm×kB

+
k×mAm×n)Am×n

= (In×n − A+
n×mBm×kB

+
k×mAm×n)

−1(In×n − A+
n×mBm×kB

+
k×mAm×n) = In×n
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Block II :

B+
k×m(Im×m − Am×nA

τ
n×m)Bm×k

= B+
k×m[Im×m − Am×n(In×n − A+

n×mBm×kB
+
k×mAm×n)

+

A+
n×m(Im×m − Bm×kB

+
k×m)]Bm×k

= B+
k×mBm×k − B+

k×mAm×n(In×n − A+
n×mBm×kB

+
k×mAm×n)

+

(A+
n×mBm×k − A+

n×mBm×kB
+
k×mBm×k)

= Ik×k − B+
k×mAm×n(In×n − A+

n×mBm×kB
+
k×mAm×n)

+

(A+
n×mBm×k − A+

n×mBm×k) = Ik×k

Block III :

(In×n − A+
n×mBm×kB

+
k×mAm×n)

+(A+
n×m − A+

n×mBm×kB
+
k×m)Bm×k

= (In×n − A+
n×mBm×kB

+
k×mAm×n)

+(A+
n×mBm×k − A+

n×mBm×kB
+
k×mBm×k)

= (In×n − A+
n×mBm×kB

+
k×mAm×n)

+(A+
n×mBm×k − A+

n×mBm×k) = 0.

Block IV :

B+
k×m[Im×m − Am×n(In×n − A+

n×mBm×kB
+
k×mAm×n)

+

A+
n×m(Im×m − Bm×kB

+
k×m)]Am×n

= B+
k×m[Am×n − Am×n(In×n − A+

n×mBm×kB
+
k×mAm×n)

−1

(A+
n×mAm×n − A+

n×mBm×kB
+
k×mAm×n)]

= B+
k×m(Am×n − Am×n) = 0.

Thus, C τ
(n+k)×mCm×(n+k) = I(n+k)×(n+k). Hence, the first three Moor-Penrose equations

[2] are satisfied. It remains to verify the fourth equation (CC τ )T = CC τ . Note that

CC τ = AAτ + BB τ = AAτ + BB+(I − AAτ) = BB+ + (I − BB+)AAτ

= BB+ + (I − BB+)A[I − A+BB+A]−1A+(I − BB+),

A+ = (AT A)−1AT , A = (A+)T [A+(A+)T ]−1,

therefore

(CCτ )T = (BB+)T + (I − BB+)T (A+)T [I − AT (BB+)T (A+)T ]−1AT (I − BB+)T

= BB+ + (I − BB+)A(AT A)−1[I − AT BB+(A+)T ]−1[A+(A+)T ]−1A+(I − BB+)

= BB+ + (I − BB+)A[(A+(A+)T )(I − AT BB+(A+)T )(AT A)]−1A+(I − BB+)

= BB++ (I −BB+)A[A+(A+)TATA − A+(A+)TATBB+(A+)TATA]−1A+(I − BB+)

= BB++ (I −BB+)A[A+(AA+)TA − A+(AA+)T BB+(AA+)T A]−1A+(I − BB+)

= BB+ + (I − BB+)A[A+(AA+)A − A+(AA+)BB+(AA+)A]−1A+(I − BB+)

= BB+ + (I − BB+)A[A+A − A+BB+A]−1A+(I − BB+)

= BB+(I − BB+)A[I − A+BB+A]−1A+(I − BB+) = CC τ
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Remark 3.1. For (non square) matrices of full row rank the numerical experiments with
the formula (9) have shown that in all cases the first three Moore-Penrose equations are
satisfied and the fourth failed.

4. Evaluation of the time complexity

As we already mentioned, the formula (9) requires considerably less computation than
the Cline’s formula. However, for matrices of full column rang we need to compare (9)
with the formula

C+ = (CT C)−1CT (11)

instead of the Clineâ’s formula. Let, for example, n = k ≈ m/2. The formula (11)
contains the inversion and two matrix products, therefore the time complexity is approx-
imately

(4/3)(2n)3 + 2(2n)3 = (80/3)n3

(we are counting only the multiplications). The calculation of matrices A+ and B+ in
(9) by the formula (11) requires 2 [(4/3)n3 + 2n3 + 2n3] = (32/3)n3 operations.The
inversion (In×n − A+

n×mBm×kB
+
k×mAm×n)

−1 requires (4/3)n3 operations. Besides, we
need in (9) four matrix products for the upper block (8n3 operations) and two for the
lower (4n3 operations). So, we need in (9)

(32/3)n3 + (4/3)n3 + 12n3 = (72/3)n3

operations, i.e. approximately as much as in the formula (11). If we need to find only
the upper block of the pseudo-inverse, the time complexity of (9) and (11) is reduced
to (68/3)n3 and (60/3)n3. Besides, in cases when the pseudo-inverse A+ and B+ are
already known due a specific situation, the time complexity of (9) is (40/3)n3.
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