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Abstract

In today’s world, the role of information technology is difficult to overestimate. Due to their global spread, year by year humanity is increasingly relying on various information systems and, as a result, depends on them. But information systems cannot be ideal and the more complex they are, the more flaws and vulnerabilities of different kinds they have.

In this article, the reader is invited to look at information security from the perspective of the reasons of the vulnerability of information technologies and systems.
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1. Introduction

Information technology is based on three interrelated components: hardware, software, and human factor. The reasons of end technology exposure to a multitude of threats in terms of information security can be looked for in each of the above aspects alone, and in that they represent a complex set [1].

The main reason for the imperfection of information technology from the viewpoint of security is its complexity, which is also increasing continuously with each year of civilization’s development [2].
In fact, at the moment we can say with absolute certainty that there is not a person in the world who would fully understand how a smartphone or laptop functions [3]. To substantiate this statement, it is sufficient to mention that hardware and software are created by different teams of people. Correspondingly, these teams’ products interact with each other on certain interfaces, but programmers have no possibility to delve into the principle of a processor or power supply unit operation. But this is only the “tip of the iceberg”! Electronics works only when there is a certain infrastructure. For instance, a full operation of a smartphone requires electricity (which is produced, in its turn, by an entirely different infrastructure, which must be viewed separately), a functioning cellular network and others.

Thus, it is the complexity of modern information systems (which is constantly growing) that will be the central idea of the further narrative in this work.

2. Aspects of information security

Information security is a vast and versatile notion, so in order to further investigate it we must determine the aspects (criteria) which characterize information security. The three aspects are: availability, relevance/integrity and confidentiality of information.

**Availability.** By availability we understand the possibility of a subject to access data or
Table 1: The Main Aspects of Information Security.

<table>
<thead>
<tr>
<th>Availability</th>
<th>Relevance/Integrity</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Availability of data</td>
<td>– Relevance and consistency of information</td>
<td>– Protection from unauthorized data reading</td>
</tr>
<tr>
<td>– Availability of services</td>
<td>– Protection from unauthorized modification and deletion</td>
<td></td>
</tr>
</tbody>
</table>

service on request at any time scheduled by the system operation. Access to information can be divided into several stages:

1. possibility for a subject to send a request for specific data to the information system (depends on the efficiency of the system interface, via which it receives such requests, and also on the serviceability and utilization of the communication channel between the subject and the server);

2. generation of a system response to a request over a time interval not exceeding the timeout (depends on the efficiency of the system, and also on its utilization processing other requests or other work);

3. possibility to deliver a response of the information system to the subject over a time interval not exceeding the timeout (depends on the efficiency of the system interface, via which it sends responses to requests, and also on the serviceability and utilization of the communication channel between the subject and the server).

Thus, availability of data or service on request depends on the efficiency and utilization of the communication channel between the user and the information system interface and on the efficiency and utilization of the information system itself.

Technical reasons for violations of the communication channel between the user and the system interface can be very different - from banal equipment failures and software faults to a successful implementation of denial-of-service attacks (PING-flooding, SYN-flooding, DDOS). At the same time, reflecting denial-of-service attacks is still difficult due to the peculiarities of the most common (in local networks and on the Internet) software network transport protocol IPv4.

The risk of malfunction of the information system comprising the information requested by the user depends on the reliability of sets of hardware and software components that comprise the system, and on the adequacy of the operator controlling their work. Availability violations arise because of non-compliance with standards in the system design, production or operation phase.

We should also note the risk associated with the size and complexity of information networks. In very large networks, there are phenomena that are difficult to explain clearly by any adequate specific reason. Moreover, denial of service may be due to an inefficient information infrastructure when the system architecture no longer complies with the requirements/demands.
Relevance/Integrity. By integrity we understand the relevance and consistency of information, its protection from destruction and unauthorized modification or deletion. The risk of violating the integrity of information is provided by the following factors:

- Possibility of failure of hardware and software of the information system, as a violation of the relevance and consistency of the data can occur as a result of failures during their operation.
- Degree of reasonableness of algorithms and reliability of system authentication of users who have the right to edit the data stored in it.
- Possibility of having undocumented features in the software.
- Non-compliance with standards in the system design, production or operation phase.
- Imperfection of the organizational structure of the IS. For example, the need for frequent reconfiguration of the system or its parts may lead to violation of the confidentiality of stored and processed data in it, as well as additional costs.
- Human factor. For example, probability of social engineering in relation to persons who have access to editing the data stored in the system. Insider threats.

Confidentiality. By confidentiality we understand protection of information from unauthorized read access. The risk of violating the confidentiality of information is provided by the following factors:

- Degree of reasonableness of algorithms and reliability of system authentication of users who have the right to access the data stored in it.
- Possibility of having undocumented features in the software.
- Non-compliance with standards in the system design, production or operation phase.
- Imperfection of the organizational structure of the IS. For example, the need for frequent reconfiguration of the system or its parts may lead to violation of the confidentiality of stored and processed data in it, as well as additional costs.
- Human factor. For example, probability of social engineering in relation to persons who have access to the system. Insider threats [1].

3. Components of information systems and their influence on information security

As mentioned above, end information system security is influenced by both the features of each of its individual components and the way these components combine with each other in complex sets. Let’s have a closer look at each of the principal components [4, 5].
3.1. **Reasons of hardware imperfection**

Hardware is the foundation of any information system. It is on hardware resources that system programs and applications run.

The rapid development of information systems hardware began with the 1950s and has been happening ever since. At the same time information technology (and, in particular, hardware) initially tended to accelerate its development, which is relevant at the moment, although the weighting coefficients of reasons for this have changed.

In the 1950s–1960s computers and data transmission networks, as the basis of information technology, were a priority for research and production mainly due to the need for their application for the military-industrial complex of the world powers. Since perfection and destructive power of weapons were the basis of the defense capability and the impact factor of a large state, it required the rapid development of technologies. Scientists and engineers were rushed by the military – it was necessary to as quickly as possible conduct large amounts of calculations, store and process the ever-increasing volumes of data.

Beginning with the 1970s a weighting coefficient of the impact factor on trends in the development of hardware began to shift in the commercial side, as information technologies were increasingly being used for peaceful purposes. In the 1980s, computers appear not only in large companies, but are also used in homes, and in the next decade portable electronics is beginning to spread. This ever-growing competition in the electronics market forces developers and manufacturers to hurry with the terms of launching new devices, as each generation of hardware devices becomes outdated very quickly.

A situation arises where commercial (moral) obsolescence of hardware occurs considerably earlier than physical, in which on average various kinds of faults begin to appear. In this case, device manufacturers, as participants of a competitive market, are constantly forced to choose a balance between the reliability of the device and its cost to the end user, so, given the declining period of operation of the devices due to their rapid obsolescence, manufacturers are tempted to make the device less durable to save on materials, technologies, etc.

Note that the task of reducing the development time of new generations of devices is set together with a constant and very significant complication of technologies that are used in these devices. One of the necessary conditions for the development and production of hardware in modern conditions has become a comprehensive test of devices, and at different stages of production.

The first samples of new devices are subjected to a detailed testing. However, given a time limit for the development (one of the stages of which is testing) of commercial products, to find all the flaws of sophisticated devices is impossible, as a broad functionality of modern hardware, as well as a variety of possible conditions for its application, do not give hope for the approbation of all possible modes and situations.

It should also be noted that mankind does not have technology to produce exactly the same, undistinguishable hardware components. In any case, the two devices, even manufactured on a conveyor one after another (and having serial numbers that differ by
3.2. Reasons of software imperfection

Software is divided into two main types – system and application. System software is operation systems and drivers, application software – all other programs.

The problem of complexity and development time limitations applies fully to software as well as hardware.

Modern programmers, both application and system, do not have a detailed understanding of the functioning of all the nuances of their program for a number of reasons. The versatility of software entails its modular creation by a team of developers, each of whom has information only about his own developed module that communicates with other modules using special interfaces (also imperfect).

A working tool of modern programmers are mostly high-level programming languages, compilers and interpreters for which are written, in turn, using previously developed programming languages. Application programmers, who create their products in a high-level language, cannot know the nuances of the work algorithm of the created program as it is executed by the operation system only after numerous translations, which are ultimately converted into an algorithm, written in the form of machine codes.

In addition, it should be noted that the earlier generations programming languages (and translators from these languages) had different characteristics, which can affect everything created in child translators. For example, we know of a feature of “C” language implementation, allowing for interference in the program stack in case when sizes of the array transmitted to the stack and automatically selected for it in the memory do not match. The result of the programs that use these features – the potential for transfer of control to a code area with an arbitrary address within the address space of the process. This feature may be a prerequisite for the successful implementation of
buffer overflow attacks, which are one of the most dangerous modern technologies of unauthorized access to protected systems [7, 8, 9].

A serious impact on the reliability of software functioning has the unpredictability of hardware and software systems configuration, according to the operation of which developers have to calculate their software. Composition, purpose and operating conditions of each of the information systems are unique, so to predict exactly how the software product will behave in all possible configurations (both software and hardware) is impossible - they are too diverse. Accordingly, comprehensive testing of software is difficult.

A separate topic is software distributed in accordance with the open model. Some users have the illusion about its quality, safety and the absence in it of various “bookmarks” on the basis of the assumption that it is easy to check on source codes. But under current conditions it is not so – the source codes are huge in size and may represent millions of lines of code in several different programming languages. To check this data array and compare all the possible options for branching program algorithm in such cases manually is not possible [10, 11].

To check the software on bookmarks and vulnerabilities, there are special heuristic hardware and software complexes. However, it makes no sense to hope for the absence of vulnerabilities, if a test of such a complex did not reveal any problems – it can only detect pre-programmed vulnerabilities and is mainly engaged in the search for known signatures [12, 13, 14, 15, 16].

Note also the same type of operating systems used as host platforms. In the world there is not a very wide variety of operating systems, therefore having studied the features of most of them, an attacker can determine the type of operating system used in the object of interest and take advantage of its vulnerabilities, which can be regarded as undocumented possibilities.

3.3. Human factor

The life cycle of any information system consists of a sequence of several stages, beginning with the idea of establishing an appropriate information system (usually to simplify some aspects of life of potential users; for economic reasons, etc.), followed by the stages of its creation, testing, operation and final disposal. Pay attention to the fact that each of these stages involves human activity. Inevitable are risks of infringement of the reliability and security in the operation of information systems, conceived, created and operated by and for people [17].

The theme of the differences in human temperament types (choleric, sanguine, phlegmatic and melancholic), the main channels of information perception (visual, audial, kinesthetic and digital) and psychological types (compulsive, schizoid, hysteroid and depressive) is inexhaustible. People’s performance, attention, motivation, depend on a huge number of various parameters. At the same time modern information systems are necessarily the result of the work of many people, the fruits of labor of whom have to be linked in a single end product [1].
Human factor also includes a widespread evidence of creating various types of malicious software that could potentially disrupt proper operation of both hardware and software components of information systems. Malicious software can appear as a result of programmers’ errors, although the most common reason of its occurrence is malice [18, 19].

In the early 21st century, the motivation of computer hackers completely changed. Earlier malicious programs were developed mainly for fun, vandalism or to show their capabilities to others. Currently, the main reason of external threats - real possibility of financial gain. Earlier writing malicious code was rather amateurish and was of a special character, and now its commercial development is organized. Apparently, modern writers of computer viruses have started to value their time and do not create a program “just for fun”.

There can be used a malicious code for fraud (for example, blocking the user interface of the operating system with a window, which contains the coordinates and the amount you need to transfer to the fraudster to unlock the interface), information terrorism (for example, sending letters with information about upcoming terrorist attacks), fishing (gaining access to the user’s confidential data by deception) and even sending “spam”.

Since the algorithms of software modules to the same information system are developed by several programmers (and even development teams), it would be naive to assume that these modules will be perfectly aligned with each other in the final product. This is particularly evident in cases where the design of the system was not originally supplied with the standard documentation, or it violated the requirements of the relevant standards.

Some information systems for various reasons allow possibilities of unauthorized entry into the system, bypassing the standard means of authenticating users. This is often due to the fact that during the development of early versions of the system bookmarks are made for its further improvement. Then, these bookmarks are not realized but remain in the project code. In addition, we can assume that sometimes developers specifically leave a “back door” for themselves about which attackers often find out.

In addition, a non-ideal combination of different modules of the system (mentioned above) can also provide similar possibilities of unauthorized connection.

Every day users of modern technologies have to deal with lots of different information systems. There is also a need to link different systems together. At the same time there are no training courses in which people would be taught to use all possible information systems at once. And security is the last thing that users care about: “As long as it works!”.

Additionally, developers release newer versions of their information systems (or their parts), for example, every six months. As soon as users have learned to more or less confidently handle the system, when its new version comes out, which again should be dealt with, in which faults are fixed to which they are already used and adapted, and new ones are added to which they have yet to get used and adapt.

It is in connection with the human factor that products (both hardware and software components) are entering the market in a hurry, without exhaustive testing. Every man-
ufacturer is trying to calculate the life cycle of their products and competitor’s products and select time for presentations of new products different from that of competitors. Such precise marketing tricks do not benefit the quality of the end product, developers and manufacturers who are constantly rushed by managers and marketers.

4. Conclusions

Currently, to reduce the risks of an abnormality in information security various technical and organizational measures are taken. In general, there is a tendency to create data processing centers, as well as the transfer of a number of functions of information systems of organizations to outsourcing.

In many cases, the transfer of a number of functions of the system to the organization, which is professionally engaged in the support of information systems, looks very attractive, as it solves the problems with the staff, purchase of expensive equipment, reliability of operation. Some of the drawbacks of outsourcing are the inevitability of some degree of violation of confidentiality of the data transmitted across the network and stored on the resources of the outsourcing services organization, as well as a controversial cost-effectiveness of such an infrastructure in the long term.

Data processing centers are a way to centralize the resources of information infrastructure of organizations. Introduction of such centers increases reliability of the overall system and availability of information, and as a rule reduces the load on the data transmission network of the organization.

At the same time, data processing centers are expensive and a relatively small number of organizations can afford it. Moreover, efficient establishment and operation of data processing centers clearly requires highly qualified personnel.

The above mentioned confirms the known fact that modern information systems are not perfect in terms of information security. The main reason for vulnerabilities of information systems is their complexity, related to the fact that information systems are composed of many interconnected components that are designed and manufactured separately by different groups of people. With each year of the development of civilization, the complexity is constantly increasing, so we need to develop measures to improve the quality of testing the components of information systems and their compatibility with each other.
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