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Abstract
Hong et al. show that the class of strongly right McCoy rings contains both reversible rings and right duo rings. We prove in this note that both reversible rings and left duo rings are strongly left McCoy, focusing on the shapes of annihilators.
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1. Introduction
Throughout this note every ring is associative with identity unless otherwise stated. We recall first the concept of McCoy ring (resp., strongly McCoy ring) was introduced by [17] (resp., [8]). We use $R[x]$ to denote the polynomial ring with an indeterminate $x$ over $R$. Denote the $n$ by $n$ full matrix ring over $R$ by $Mat_n(R)$ and the $n$ by $n$ upper (resp. lower) triangular matrix ring over $R$ by $U_n(R)$ (resp. $L_n(R)$). Note $Mat_n(R)[x] \cong Mat_n(R[x])$ and we will use this freely. Use $E_{ij}$ for the matrix with $(i, j)$-entry 1 and elsewhere 0. $\mathbb{Z}_n$ denotes the ring of integers modulo $n$. The set of all
nilpotent elements in $R$ is written by $N(R)$, and $N_e(R)$ denotes the prime radical of $R$. Let $\mathbb{N}$ denote the set of nonnegative integers.

The right (resp. left) annihilator of $S$ in $R$ is denoted by $r_R(S)$ (resp. $l_R(S)$), and by $r_R(a)$ (resp. $l_R(a)$) when $S = \{a\}$. An element $c$ of a ring $R$ is called right regular if $r_R(c) = 0$, left regular if $l_R(c) = 0$, and regular if $r_R(c) = 0 = l_R(c)$. A ring is called a domain if every nonzero element is regular. It is well-known that for a division ring $D$ an element of the $n$ by $n$ full matrix ring is regular if and only if it is invertible.

McCoy [15] obtained the following in 1957. If $R$ is a commutative ring, then

$$f(x)g(x) = 0 \text{ implies } f(x)c = 0 \text{ for some nonzero } c \in R,$$

where $f(x)$ and $g(x)$ are nonzero polynomials in $R[x]$. Based on this result, Nielsen [17] called a ring $R$ (possibly non-commutative) right McCoy when the equation $f(x)g(x) = 0$ implies $f(x)c = 0$ for some nonzero $c \in R$, where $f(x)$, $g(x)$ are nonzero polynomials in $R[x]$. Left McCoy rings are defined similarly. If a ring is both left and right McCoy then the ring is called a McCoy ring.

Following Cohn [4], a ring $R$ is called reversible if $ab = 0$ implies $ba = 0$ for $a, b \in R$. Anderson and Camillo [1], observing the rings whose zero products commute, used the term $ZC_2$ for what is called reversible. Reversible rings are McCoy by Nielsen [17, Theorem 2]. A ring $R$ is called reduced if $N(R) = 0$. The class of McCoy rings is easily shown to contain both reduced rings and commutative rings. We use these facts freely.

Due to Bell [2], a right (or left) ideal $I$ of a ring $R$ is said to have the insertion-of-factors-property (simply, IFP) if $ab \in I$ implies $aRb \subseteq I$ for $a, b \in R$. So it is natural to call a ring $R$ an IFP ring if the zero ideal of $R$ has the IFP. Shin [18] used the term $SI$ for the IFP, while Narbonne [16] called IFP rings semi-commutative. Subrings of IFP rings are also IFP obviously. Shin showed that the equivalences for IFP rings in [18, Lemma 1.2]. Reversible rings are clearly IFP. A ring $R$ is called Abelian if every idempotent of $R$ is central. It is easily checked that IFP rings are Abelian and $N(R) = N_e(R)$. It is well-known that the implications above are irreversible. The concepts of IFP and right McCoy are independent of each other by help of [17, section 3].

According to Lambek [13], a ring $R$ is called symmetric if $rst = 0$ implies $rst = 0$ for all $r, s, t \in R$; while Anderson-Camillo [1] took the the term $ZC_3$ for this notion. By [13, Proposition 1], a ring $R$ is symmetric if and only if $r_1 r_2 \cdots r_n = 0$, with $n$ any positive integer, implies $r_{\sigma(1)} r_{\sigma(2)} \cdots r_{\sigma(n)} = 0$ for any permutation $\sigma$ of the set $\{1, 2, \ldots, n\}$; while Anderson-Camillo obtained this result independently by [1, Theorem I.1]. Commutative rings are clearly symmetric, but the converse need not be true by [1, Example I.5] or [9, Theorem 2.3]. Symmetric rings are clearly reversible, but the converse need not hold by [1, Example II.5] or [14, Examples 5 and 7]. Reduced rings are symmetric by [14, Theorem I.3], but the converse need not hold since there are many non-reduced commutative (so symmetric) rings.

Hong et al. consider the following conditions in [8]. For the case of $f(x)g(x) = 0$
with $0 \neq f(x) = \sum_{i=0}^{n} a_i x^i$ and $0 \neq g(x) = \sum_{j=0}^{m} b_j x^j$ in $R[x]$, we have

$$b_t(a_{t_1} \cdots a_{t_h}) \neq 0 \text{ and } f(x)b_t(a_{t_1} \cdots a_{t_h}) = 0 \quad (*)$$

or

$$(a_{t_1} \cdots a_{t_h})b_t \neq 0 \text{ and } f(x)(a_{t_1} \cdots a_{t_h})b_t = 0 \quad (**)$$

for some $\{a_{t_1}, \ldots, a_{t_h}\} \subseteq \{a_0, \ldots, a_n\}$ with $h \leq m$ (if any) and $b_t \in \{b_0, \ldots, b_m\}$. Hong et al. prove that reversible rings satisfy the condition (*) and symmetric rings satisfy the condition (**) in [8, Theorem 1.6 and Proposition 1.7].

Following Hong et al. [8], a ring $R$ is called strongly right McCoy provided that $f(x)g(x) = 0$ implies $f(x)r = 0$ for some nonzero $r$ in the right ideal of $R$ generated by the coefficients of $g(x)$, where $f(x)$ and $g(x)$ are nonzero polynomials in $R[x]$. Strongly right McCoy rings are clearly right McCoy, but the converse need not hold by [8, Example 1.9]. It is obvious that rings satisfying the condition (*) are strongly right McCoy (the converse need not hold by Note in [8, page 1818]). Next, $R$ is called strongly left McCoy provided that $f(x)g(x) = 0$ implies $rg(x) = 0$ for some nonzero $r$ in the left ideal of $R$ generated by the coefficients of $f(x)$. If a ring is both strongly left and strongly right McCoy then the ring is called a strongly McCoy ring. Reversible rings are strongly right McCoy by [8, Theorem 1.6] or the proof of Nielsen [17, Theorem 2].

Feller [5] called a ring right duo if each right ideal is two-sided. The left duo ring is defined similarly. It is easily checked that left or right duo rings are Abelian. Any right duo ring is strongly right McCoy by [8, Theorem 1.11] or the proof of [3, Theorem 8.2], but there are strongly right McCoy rings which are neither reversible nor right duo, by help of [8, Example 1.10 or Theorem 2.2].

2. On strongly left McCoy rings

In this section, we prove that reversible rings and left duo rings are both strongly left McCoy. The proofs are done by applying the methods in Hong et al. [8], McCoy [15], and Nielsen [17]. However the arguments are complicated, so we provide them in this note. To do it, we consider first the following conditions which are related to reversible rings and symmetric rings. For the case of $f(x)g(x) = 0$ with $0 \neq f(x) = \sum_{i=0}^{m} a_i x^i$ and $0 \neq g(x) = \sum_{j=0}^{n} b_j x^j$ in $R[x]$, we have

$$(b_{t_h} \cdots b_{t_1})a_t \neq 0 \text{ and } (b_{t_h} \cdots b_{t_1})a_t g(x) = 0 \quad (\dagger)$$

or

$$a_t(b_{t_h} \cdots b_{t_1}) \neq 0 \text{ and } a_t(b_{t_h} \cdots b_{t_1})g(x) = 0 \quad (\ddagger)$$

for some $\{b_{t_1}, \ldots, b_{t_h}\} \subseteq \{b_0, \ldots, b_n\}$ with $h \leq n$ (if any) and $a_t \in \{a_0, \ldots, a_m\}$. 
One may compare the following with [3, lemma 5.4].

**Lemma 2.1.** Let $R$ be an IFP ring and $m, n \in \mathbb{N}$. For $g(x) = \sum_{j=0}^{n} b_j x^j \in R[x]$, if there exists $f(x) = \sum_{i=0}^{m} a_i x^i \in R[x]$ with $f(x)g(x) = 0$, then $f(x)b_n^{m+1} = 0$ and $f(x)b_m^{n+1} = 0$.

**Proof.** We apply the proof of [3, Lemma 5.4]. First note that by setting $f^*(x) = x^m f(x^{-1})$ and $g^*(x) = x^n g(x^{-1})$, we have just reversed the coefficients on the polynomials and obtain the equation $f^*(x)g^*(x) = 0$. To finish the lemma it suffices to prove $f(x)b_0^{m+1} = 0$, because we then obtain $f^*(x)b_n^{n+1} = 0$ by symmetry, and this last equations is equivalent to $f(x)b_n^{m+1} = 0$.

Clearly $a_0 b_0 = 0$, Assume by induction that $a_l b_0^{l+1} = 0$ for all $l < i$. Looking at the degree $i$ coefficient of the equation $f(x)g(x) = 0$ yields $\sum_{j=0}^{i} a_{i-j} b_j = 0$. Multiplying on the right by $b_0^i$, we have

$$0 = \sum_{j=0}^{i} a_{i-j} b_j b_0^i = a_i b_0^{i+1} + \sum_{j=1}^{i} a_{i-j} b_j b_0^i.$$

But, by the IFP property and the induction hypothesis, we get

$$\sum_{j=1}^{i} a_{i-j} b_0^j = a_{i-1} b_0^i + a_{i-2} b_0 b_0^{i-1} + \cdots + a_0 b_0^{i-1} b_0 = 0,$$

entailing $a_i b_0^{i+1} = 0$. Therefore we are done by induction. ■

This lemma helps us to obtain the following.

**Theorem 2.2.**

1. Let $R$ be a reversible ring and $f(x) = \sum_{i=0}^{m} a_i x^i$, $g(x) = \sum_{j=0}^{n} b_j x^n$ be nonzero polynomials over $R$ with $f(x)g(x) = 0$. Then there exists $r = b_l^s \cdots b_1^1 b_0^0 \in R$ ($s \leq n$ and $l_k \geq 0$ for $k = 0, \ldots, s$) with $rf(x) \neq 0$ and $ra_i b_j = 0$ for all $i$ and $j$.

2. Reversible rings satisfy the condition (†).
Proof. We apply the proof of [8, Theorem 1.6] to the left case. (1) We can assume $a_0, a_m, b_0, b_n \in R \setminus \{0\}$. If $\deg g(x) = 0$ then $a_i g(x) = 0$ for all $i \in \{0, \ldots, m\}$. So we let $\deg g(x) \geq 1$. If $f(x)b_0 = 0$ then $b_0 f(x) = 0$ since $R$ is reversible.

Suppose $f(x)b_0 \neq 0$. Then it is possible to choose $l_0 \geq 0$ such that $f(x)b_0^{l_0+1} = 0$ and $f(x)b_0^{l_0} \neq 0$ by Lemma 2.1. Thus $$b_0^{l_0} f(x)b_0 = 0 \ (i.e., \ b_0^{l_0} a_i b_0 = 0 \ \text{for all} \ \ i) \ \text{and} \ b_0^{l_0} f(x) \neq 0$$ since $R$ is reversible.

Let here $$f_1(x) = b_0^{l_0} f(x).$$

Then we get $f_1(x)g(x) = 0$ from $f(x)g(x) = 0$, and

$$0 = f_1(x)g(x) = b_0^{l_0} f(x)(b_0 + b_1 x + \cdots + b_n x^n) = b_0^{l_0} f(x)(b_1 x + \cdots + b_n x^n).$$

We consider next whether $f_1(x)b_1 = 0$ or not. Repeating the preceding process, there exists $l_1 \geq 0$ such that $$b_1^{l_1} f_1(x)b_1 = 0 \ (i.e., \ b_1^{l_1} b_0^{l_0} a_i b_1 = 0 \ \text{for all} \ \ i) \ \text{and} \ b_1^{l_1} f_1(x) \neq 0$$ since $R$ is reversible.

Continue this computation. Then, after a finite number of steps, we finally obtain $s \leq n$ and $l_s \geq 0$ such that

$$(b_s^{l_s} \cdots b_1^{l_1} b_0^{l_0}) f(x) \neq 0$$

and

$$(b_s^{l_s} \cdots b_1^{l_1} b_0^{l_0}) f(x)b_t = 0 \ \text{for all} \ t \in \{s, \ldots, n\}.$$ 

These results yield

$$(b_s^{l_s} \cdots b_1^{l_1} b_0^{l_0}) f(x)b_j = 0 \ \text{for all} \ j \in \{0, 1, \ldots, n\},$$

using the fact that reversible rings are IFP. Therefore, letting

$$r = b_s^{l_s} \cdots b_1^{l_1} b_0^{l_0},$$

we obtain that $r a_i b_j = 0$ for all $i$ and $j$, noting $r \neq 0$.

(2) Let $R$ be a reversible ring. We apply the proof of [15, Theorem]. Let $f \neq 0$ for $0 \neq f = \sum_{i=0}^m a_i x^m$ and $0 \neq g = \sum_{j=0}^n b_j x^n \ \text{in} \ R[x]$. It can be assumed that $a_n \neq 0$, $b_m \neq 0$.

If $a_n g = 0$ then we are done. So suppose $a_n g \neq 0$. Then $f b_j \neq 0$ for some $j \in \{0, 1, \ldots, n\}$. Let $p$ be the largest integer such that $f b_p \neq 0$. Then we get
Since $R$ is reversible, $b_p a_m = 0$ and $b_p f \neq 0$; hence $b_p f$ is a nonzero polynomial whose degree is less than $m$. But we also have $(b_p f)g = 0$.

We work next on $b_p f$ in place of $g$. Continue this computation. Then, after a finite number of steps, we finally obtain

$$b_{t_1}, \ldots, b_{t_h} \text{ and } a_t$$

with

$$t_1 = p, \ h \leq n, \ \{b_{t_1}, \ldots, b_{t_h}\} \subseteq \{b_0, \ldots, b_n\}, \ \text{and } t \in \{0, 1, \ldots, m\}$$

such that

$$0 \neq (b_{t_h} \cdots b_{t_1})a_t$$

is the leading coefficient of $(b_{t_h} \cdots b_{t_1})f$ and

$$[(b_{t_h} \cdots b_{t_1})a_t]g = 0.$$

In the procedure of the computation, we also use the reversibility of $R$ as in the case of $b_p f$ to get that

$$\deg (b_{t_h} \cdots b_{t_1})f = \deg (b_{t_{h-1}} \cdots b_{t_1})f b_{t_h}$$

for $k \in \{2, \ldots, h\}$.

Reversible rings are strongly left McCoy by Theorem 2.2, so reversible rings are strongly McCoy by combining this result with [8, Theorem 1.6].

**Theorem 2.3.** Symmetric rings satisfy the conditions (†) and (‡).

**Proof.** Symmetric rings are reversible, and so Theorem 2.2 holds in this situation. Moreover, by using the symmetry, we can obtain the condition (‡) from the computation in the proof of Theorem 2.2. ■

Recall that a ring is called left duo if every left ideal is two-sided. Note that left duo rings are IFP.

**Theorem 2.4.** Let $R$ be a left duo ring and $f(x) = \sum_{i=0}^{m} a_i x^i$, $g(x) = \sum_{j=0}^{n} b_j x^j$ be nonzero polynomials over $R$ with $f(x)g(x) = 0$. Then there exists $r \in R$ with $rf(x) \neq 0$ and $ra_i b_j = 0$ for all $i$ and $j$.

**Proof.** We apply the proof of [8, Theorem 1.11]. Let $R$ be a left duo ring and suppose that $f(x) = \sum_{i=0}^{m} a_i x^i$ and $g(x) = \sum_{j=0}^{n} b_j x^j$ are nonzero polynomials in $R[x]$ satisfying $f(x)g(x) = 0$. We can assume $a_0, a_m, b_0, b_n \in R \setminus \{0\}$. We will prove that there exists $r \in R$ such that $rf(x) \neq 0$ and $ra_i g(x) = 0$ for all $i \in \{0, \ldots, m\}$. 
If $\deg g(x) = 0$ then $a_i g(x) = 0$ for all $i \in \{0, \ldots, m\}$.
So let $\deg g(x) \geq 1$. Suppose $f(x)b_0 \neq 0$. Let $i$ be minimal so that $a_i b_0 \neq 0$. By help of Lemma 2.1, there exists an integer $t > 0$ such that

$$a_i b_0^t \neq 0$$

and

$$a_i b_0^{t+1} = 0,$$

noting that left duo rings are IFP.

Since $R$ is left duo, there exists $r_1 \in R$ with $a_i b_0^t r_1 = a_i$. Letting $f_1(x) = r_1 f(x)$, we get that

$$f_1(x)g(x) = 0$$

and $f_1(x) \neq 0$ because $r_1 a_i \neq 0$.

Note $f_1(x)b_0 = r_1 a_i b_0 x^h + \cdots + r_1 a_n b_0 x^m$ with $a_i b_0 \neq 0$ and $h \geq i + 1$, provided that

$$r_1 a_k b_0 = 0$$

for all $k = 0, \ldots, i$ because $r_1 a_i b_0 = a_i b_0^t r_1 = a_i b_0^{t+1} = 0$ and $a_i b_0 = 0$ for all $s \in \{0, \ldots, i - 1\}$.

Next we consider whether $f_1(x)b_0 = 0$ or not. If not we repeat the preceding process on $f_1(x)$, obtaining $r_2 \in R$ such that

$$r_2 f_1(x) \neq 0,$$

$$r_2 f_1(x)b_0 = (r_2 r_1) f(x)b_0 = r_2 r_1 a_i b_0 x^l + \cdots + r_2 r_1 a_m b_0 x^n$$

with $l \geq h + 1$, and

$$(r_2 r_1) a_k b_0 = 0$$

for all $k = 0, \ldots, h$.

So, after a finite number of steps, we finally obtain $r_1, \ldots, r_s \in R$ such that

$$(r_s \cdots r_1) f(x) \neq 0, \quad (r_s \cdots r_1) f(x)b_0 = 0,$$

and

$$(r_s \cdots r_1) a_k b_0 = 0$$

for all $k = 0, \ldots, m$.

Consequently, for any case of $f(x)b_0 = 0$ and $f(x)b_0 \neq 0$, there exists $i \in R$ such that $ta_i b_0 = 0$ for all $i = 0, \ldots, m$; hence we get

$$0 = tf(x)g(x) = tf(x)(b_0 + b_1 x + \cdots + b_n x^n) = tf(x)(b_1 x + \cdots + b_n x^n).$$

Next, applying this process on $tf(x)b_1$, we get $v \in R$, depending on $b_1$, such that

$$vta_i b_1 = 0$$

for all $i = 0, \ldots, n$; and $vtf(x) \neq 0$.

Since $ta_i b_0 = 0$ for all $i = 0, \ldots, n$, it follows that

$$vta_i b_j = 0$$

for all $i$ and $j$ with $i = 0, \ldots, m$ and $j = 0, 1$.  

---

**On strongly left McCoy rings**
Continue this computation. Then, after a finite number of steps, we finally obtain \( w \in R \) such that

\[
(w \cdots vt)f(x) \neq 0 \quad \text{and} \quad (w \cdots vt)a_ib_j = 0
\]

for all \( i, j \) with \( i = 0, \ldots, m \) and \( j = 0, \ldots, n \). This completes the proof, by letting \( r = w \cdots vt \).

Left duo rings are strongly left McCoy by Theorem 2.4. However there exist strongly left McCoy rings which satisfy neither the condition (†) nor (‡) by applying [8, Example 1.10].

**Lemma 2.5.**

(1) A ring \( R \), satisfying the condition (†), is Abelian.

(2) A ring \( R \), satisfying the condition (‡), is Abelian.

**Proof.** We apply the proof of [8, Proposition 1.8].

(1) Let \( R \) be a ring satisfying the condition (†) and \( e^2 = e \in R \). Assume on the contrary that there is \( r \in R \) with \( er(1 - e) \neq 0 \).

Consider \( f(x) = e + er(1 - e)x \) and \( g(x) = (1 - e) - er(1 - e)x \) in \( R[x] \). Then \( f(x)g(x) = 0 \). Note that

\[
a_tg(x) \neq 0 \quad \text{and} \quad b_ja_t = 0
\]

for all coefficients \( b_j \) of \( g(x) \) and \( a_t \) of \( f(x) \). But, since \( R \) satisfies the condition (†), this induces a contradiction, forcing \( er(1 - e) = 0 \). This implies \( er = ere \) for all \( r \in R \).

Exchanging the roles of \( e \) and \( 1 - e \), we also get \( re = ere \) for all \( r \in R \). Thus \( R \) is Abelian.

(2) Let \( R \) be a ring satisfying the condition (‡) and \( e^2 = e \in R \). Assume on the contrary that there is \( r \in R \) with \( er(1 - e) \neq 0 \).

Consider \( f(x) = e + er(1 - e)x \) and \( g(x) = (1 - e) - er(1 - e)x \) in \( R[x] \). Then \( f(x)g(x) = 0 \) and

\[
e\{(1 - e), er(1 - e)\} = \{er(1 - e)\}
\]

and

\[
(er(1 - e))\{(1 - e), er(1 - e)\} = \{er(1 - e)\} \neq 0.
\]

But since \( R \) satisfies the condition (‡), we have

\[
0 = er(1 - e)g(x) = er(1 - e),
\]

a contradiction. This forces \( er(1 - e) = 0 \), so \( er = ere \) for all \( r \in R \).

Exchanging the roles of \( e \) and \( 1 - e \), we also get \( re = ere \) for all \( r \in R \). Thus \( R \) is Abelian.
However there exist strongly left McCoy rings which are not Abelian by help of [8, Example 1.10].

A ring \( R \) is called (von Neumann) regular if for each \( a \in R \) there exists \( b \in R \) with \( a = aba \). All conditions mentioned above are equivalent for regular rings.

**Proposition 2.6.** Let \( R \) be a regular ring. Then the following conditions are equivalent:

1. \( R \) is reduced;
2. \( R \) is symmetric;
3. \( R \) is reversible;
4. \( R \) satisfies the condition (\( \dagger \));
5. \( R \) satisfies the condition (\( \ddagger \));
6. \( R \) is strongly right (left) McCoy;
7. \( R \) is right (left) McCoy;
8. \( R \) is right (left) duo;
9. \( R \) is IFP;
10. \( R \) is Abelian.

**Proof.** The proof is done by Lemma 2.5, [6, Theorem 3.2], [8, Proposition 1.13], and [10, Proposition 2.14].
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