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Abstract 

 

The intention of this work was to forecast sugar cane yield in the northeast of 
Thailand by developing the Multi-Layer Perceptron (MLP) models. The MLP 

models were created and trained by using various explanatory variables as the 

input nodes with different activation functions at the computing nodes. The 

performance of each MLP model was then measured with the root mean 
square error (RMSE) of validation data set. The result of this work displayed 

the MLP8-3-1 trained with Hyperbolic Tangent activation function at the 

hidden nodes and Exponential activation function at the output nodes 

performed the best performance with the smallest RMSE (10.46268). 
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INTRODUCTION 

The northeast of Thailand is tropical and subtropical area so it is suitable for 
cultivating sugar cane. Also, the northeast region is the largest producer of sugar cane 

in Thailand. Production of sugar cane is based on many variables specifically the 

meteorological variables like the rainfall, temperature, humidity or even the cultivated 

area, sugar cane variety [1], [2], [3], [4]. It is necessary, therefore, to find an analysis 
tool for forecasting sugar cane yield in the northeast of Thailand. The Multi-Layer 

Perceptron or MLP technique is one of the versatile mathematical models widely 

applied in prediction problem. Such of works, [3], [5], presented application of neural 

network for forecasting sugar cane production. This work was then objective to create 
and develop MLP models relating on various explanatory variables for forecasting 

sugar cane yield in the northeast of Thailand contained 15 provinces; Nakhon 
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Ratchasima, Buri Ram, Surin, Maha Sarakham, Roi Et, Ubon Ratchathani, 
Mukdahan, Nakhon Phanom, Sakon Nakhon, Kalasin, Khon Kaen, Udon Thani, 

Chaiyaphum, Nong Khai and Loei. 

 

 

MATERIALS AND METHODS 

The annual data in the northeast of Thailand consisted of 175 observations of sugar 

cane yield (Y: rai or 1,600 square metres) and 8 explanatory variables; cultivated area 
(X1: rai), sugar cane quantity sent to factories (X2: ton), average price of sugar cane 

(X3: baht/ton), maximum temperature (X4: c), minimum temperature (X5: c), total 

rainfall (X6: mm.), number of rainy days (X7) and maximum rainfall (X8: mm.), were 

measured during 2002-2013 by Office of The Cane and Sugar Board, Ministry of 
Industry [4], Office of Agricultural Economics, Ministry of Agriculture and 

Cooperatives [6] and National Statistical office supported from Thai Meteorological 

Department [7]. 

The first step for data analysis was dividing whole data into 2 sets. The training data 
set was used for training the MLP models. It comprised of 75% of whole data. The 

validation data set was the remaining of whole data utilized for validating suitability 

of MLP model. The MLP networks were created with 8 input nodes equal to the 

number of explanatory variables, 3 or 5 hidden nodes in a hidden layer following 
suggestion of [8], [9], [10] and only one output node represented the sugar cane yield. 

The MLP networks were trained with hyperbolic tangent and logistic activation 

functions at the hidden nodes as well as the exponential and identity activation 

functions at the output nodes. 
The performance of each MLP model was finally measured with the root mean square 

error computed as 
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ˆ , where iY  be the ith observation of sugar 

cane yield, iŶ  be the ith predicted value of sugar cane yield obtained from each MLP 

model and n  be the total observations in the validation data set. 

 

 

RESULTS 

A comparison of the performance of each MLP model was considered by the RMSE 

of validation data set as displayed in Table 1. 
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Table 1: RMSE of validation data set for each MLP model 

 

Architecture of Activation Function at RMSE of 

MLP Hidden Node Output Node Validation 

MLP8-3-1 Hyperbolic Tangent Exponential 10.46268 

MLP8-3-1 Logistic Exponential 10.68753 

MLP8-3-1 Hyperbolic Tangent Identity 11.88099 

MLP8-3-1 Logistic Identity 12.50270 

MLP8-5-1 Hyperbolic Tangent Exponential 11.23929 

MLP8-5-1 Logistic Exponential 13.78151 

MLP8-5-1 Hyperbolic Tangent Identity 11.60382 

MLP8-5-1 Logistic Identity 12.84951 

 

 
The best performance model was MLP8-3-1 with Hyperbolic Tangent 

activation function at the hidden nodes and Exponential activation function at the 

output nodes. Contrarily, the worst one was MLP8-5-1 with Logistic activation 

function at the hidden nodes and Exponential activation function at the output nodes. 
 

 

DISCUSSION 

Regard of the same architecture of MLP, training MLP model with 3 hidden nodes 
generally obtained smaller RMSE except only one case which was applied with the 

hyperbolic tangent activation function at hidden nodes and identity activation function 

at output nodes. That implied, it was enough for training MLP network with a few 

hidden nodes could obtain a good performance for forecasting sugar cane yield in the 
northeast of Thailand. 
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