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Abstract

Usually engineering design problems are designed with imprecise parameter in presence of many conflicting objectives. A multi objective three bar truss design problem with imprecise load and stresses has been considered in this paper as test problem. The design variables are cross sectional area of bars. In this problem weight and deflection are considered as objectives and stresses as constraint functions. A neutrosophic mathematical programming has been introduced here to solve such multi-objective structural optimization problem with imprecise parameters. Generalized single valued triangular neutrosophic numbers (GSVNNs) are assumed to be imprecise load and stresses in test problem. In the first step, total integral values of GSVNNs have been calculated for imprecise parameters. Later, a parameterized nonlinear problem has been formulated using ranking method for GSVNNs. Ultimately, this parameterized multi-objective structural design (MOSD) is solved by using probabilistic operator in neutrosophic environment. The development of such optimization approach also analytically illustrated in this paper. Finally the significance of proposed optimization approach is established by making comparison among results obtained in fuzzy, intuitionistic fuzzy and neutrosophic optimization technique numerically in perspective of structural design.
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1. INTRODUCTION

Optimization techniques for structural optimal design, consisting of deterministic optimization and non-deterministic optimization methods, have been widely used in practice. The former i.e deterministic optimization aims to search the optimum solution under given constraints without consideration of uncertainties. However, in so many engineering structures, deterministic optimization approaches are unable to handle structural performances exhibit variations such as the fluctuation of external loads, the variation of material properties, e.t.c due to the presence of uncertainties, the so-called optimum solution obtained may lie in the infeasible region. Thus, so many realistic design-approaches must be able to deal with the imprecise nature of structures. This type of optimum solution has been obtained under given reliability constraints, while the later one aims to minimize the variation of the objective function. Such several non-deterministic structural design optimization approaches which are reliability-based design optimization (RBDO), solved by D.M Frangopol et.al[1] and M. Papadrakakis [2], considering structural impreciseness, have been reported in the literature. Moreover in the practical optimization problems usually more than one objective is required to be optimized. Generally they are minimum cost, maximum stiffness, minimum displacement at specific structural nodes, maximum natural frequency of free vibration and optimum structural strain energy e.t.c. These make it necessary to formulate a multi-objective optimization problem. The applications of different optimization techniques to structural design, have attracted interest of many researchers. For example Ray Optimization (Kaveh. Et.al [3]), artificial bee colony algorithm (Sonmez, M.[4]), Particle Swarm Optimization (Perez et. al [5], Kaveh et.al [6] and Luh.et.al. [7]), genetic Algorithm (Kaveh.et.al[8], Ali.et.al[9], Dede.et.al[10]), meta heuristic algorithm (Kaveh,A. Motie, S.Mohammed, A., Moslehi,M. [11]), others (Shih, C.j. and Chang,C.J.[12], Hajela,P. and Shih,C.J.[13] Wang ,D., Zhang,W.H, and Jiang,J.,S.[14], Wang ,D., Zhang,W.H. and Jiang ,J.S.[15]; Kripakaran,P., Gupta, A. and Baugh Jr, J.W.[16]). Fuzzy as well as intuitionistic fuzzy optimization, not only help the engineers, especially in structural engineering, to design and to analyse the systems but also leads to discover fuzzy optimization theory and techniques. This fuzzy set theory was first introduced by Zadeh[17]. As an extension Intuitionistic fuzzy set theory was first introduced by Atanassov[18]. When an imprecise information can not be expressed by means of conventional fuzzy set, intuitionistic fuzzy set plays an important role. In intuitionistic fuzzy (IF) set we usually consider degree of acceptance, and degree of rejection where as we consider only membership function in fuzzy set. A few research work has been done on intuitionistic fuzzy optimization in the field of structural optimization. Dey and Roy [19] used intuitionistic fuzzy technique to optimize single objective two bar truss structural model. A multi-objective intuitionistic optimization technique is applied to optimize three bar truss structural model by Dey and Roy [20] in their paper. When an ill-known information are represented by intuitionistic fuzzy number which is generalization of fuzzy number expresses the available information in flexible way considering non-membership functions. Shu [21] applied triangular intuitionistic fuzzy number to fault tree analysis on printed board circuit assembly. P. Grzegorzewski et.al [22], H.B. Mitchell et.al [23], G. Nayagam et.al
[24], H.M. Nehi et al. [25], S. Rezvani et al. [26] used the concept of intuitionistic fuzzy number in multi-attribute decision making (MADM) problem. Li [27] proposed a ranking method for triangular intuitionistic fuzzy number (TIFN) with definition of ratio of value index to ambiguity index of TIFN in MADM problem as an application. In intuitionistic fuzzy number indeterminate information is partially lost, as hesitant information is taken in consideration by default. So indeterminate information should be considered in decision making process. Smarandache [28] defined neutrosophic set that could handled indeterminate and inconsistent information. In neutrosophic sets indeterminacy is quantified explicitly with truth membership, indeterminacy membership and falsity membership function which are independent. Wang et al. [29] define single valued neutrosophic set which represents imprecise, incomplete, indeterminate, inconsistent information. Thus taking the universe as a real line we can develop the concept of single valued neutrosophic number as special case of neutrosophic sets. These numbers are able to express ill-known quantity with uncertain numerical value in decision making problem. In this present study, we define generalized single valued triangular neutrosophic number and total integral value of this number and using a ranking method of single valued generalized triangular neutrosophic number we solve a multi-objective structural design problem in neutrosophic environment. In this paper we have considered three-bar planer truss subjected to a single load condition. Here the objective functions are weight of the truss and deflection of loaded joint in test problem and the design variables are the cross-sections of bars with the constraints as stresses in members. In this paper we have developed an approach to solve multi-objective structural design using probabilistic operator in neutrosophic environment. Here total integral values of generalized single valued triangular neutrosophic numbers have been considered for applied load and stress.

The remainder of this paper is organized in the following way. In section 2 structural optimization model is discussed. In section 3, mathematics Prerequisites i.e fuzzy set, fuzzy number, single valued neutrosophic set, generalized single valued triangular neutrosophic number (GSVTNN), total integral value of GSVTNN, ranking method of GSVTNN are discussed. In section 4, we have proposed the technique to solve a multi-objective parameterized non-linear programming problem using neutrosophic Optimization technique. In section 5, we have discussed the solution of crisp multi-objective structural model by neutrosophic optimization technique with probabilistic operator. Numerical illustration of structural model of three bar truss are discussed in section 6. Finally we have drawn conclusions in section 7.

2. MULTI-OBJECTIVE STRUCTURAL MODEL
A structural design problem may be considered as a minimization type multi-objective nonlinear programming problem where weight and deflection of the loaded joint are to be minimized as objectives and subject to a specified set of stress constraints. The design variables are cross-sectional area of bars. The target of optimization is the identification of the optimum cross-sectional area of bar so that the
structure can achieve its smallest total weight with minimum nodal displacement, in a given load conditions. The multi-objective structural model can be expressed as

\[
\begin{align*}
& \text{Minimize } WT(A) \\
& \text{Minimize } \delta(A) \\
& \text{subject to } \sigma_i(A) \leq [\sigma_i] \\
& A^\text{min} \leq A \leq A^\text{max}
\end{align*}
\]

where \( A = [A_1, A_2, \ldots, A_n]^T \) are the design variables for the cross section, \( n \) is the group number of design variables for the cross section of bars, \( WT(A) = \sum_{i=1}^{n} \rho_i A_i L_i \) is the total weight of the structure, \( \delta(A) \) is the deflection of the loaded joint, where \( L_i, A_i \) and \( \rho_i \) are the length of bar, cross section area and density of the \( i^{th} \) group bars respectively. \( \sigma_i(A) \) is the stress constraints and \([\sigma_i]\) is allowable stress of the group bars under various conditions, \( A^\text{min} \) and \( A^\text{max} \) are the lower and upper bounds of cross section area \( A \) respectively.

3. MATHEMATICAL PRELIMINARIES

3.1. Fuzzy Set

A fuzzy set \( \tilde{A} \) in a universe of discourse \( X \) is defined by \( \tilde{A} = \{(x, \mu_A(x)) | x \in X\} \) where \( \mu_A(x) : X \rightarrow [0, 1] \) is called the membership function of \( \tilde{A} \) and the value of \( \mu_A(x) \) is called the degree of membership for \( x \in X \). The \( \alpha \) -cut of fuzzy set \( A \) is the crisp set \( A_\alpha \) given by

\[
A_\alpha = \{ x \in X : \mu_A(x) \geq \alpha \} \quad \alpha \in [0,1]
\]

3.2. Generalized Fuzzy Number

A fuzzy set \( \tilde{A} \) of the real line \( \mathbb{R} \) with membership function \( \mu_A(x) : \mathbb{R} \rightarrow [0, w] \) \( w \in [0, 1] \) is called a generalized fuzzy number if

1. \( \tilde{A} \) is normal, i.e there exists an element \( x_0 \) such that \( \mu_A(x_0) = w \) where \( w \in [0,1] \).
2. \( \tilde{A} \) is convex, i.e \( \mu_A \{ \lambda x_1 + (1-\lambda) x_2 \} \geq \min \{ \mu_A(x_1), \mu_A(x_2) \} \) for all \( x_1, x_2 \in \mathbb{R} \) and \( \lambda \in [0,1] \).
3. \( \mu_A \) is upper semi-continuous, and
4. The support of \( \tilde{A} \) i.e \( S(\tilde{A}) = \{ x \in X : \mu_A(x) > 0 \} \) is bounded.
3.3. Triangular Fuzzy Number

A fuzzy number $\tilde{A}$ is called triangular fuzzy number (TFN) if its membership function is defined by

$$
\mu_{\tilde{A}}(x) = \begin{cases} 
    w_a \left( \frac{x - a_1^\mu}{a_2 - a_1^\mu} \right) & \text{if } a_1^\mu \leq x \leq a_2 \\
    w_a \left( \frac{a_3^\mu - x}{a_3^\mu - a_2} \right) & \text{if } a_2 \leq x \leq a_3^\mu \\
    0 & \text{otherwise}
\end{cases}
$$

The generalized TFN is denoted by $	ilde{A} = (a_1^\mu, a_2, a_3^\mu; w_a)$ where $a_1^\mu, a_2, a_3^\mu$ are real numbers and $a_1^\mu \leq a_2 \leq a_3^\mu$ and $w_a \in [0,1]$. The value of $x$ at $a_2$ gives the maximum value of $\mu_{\tilde{A}}(x)$ i.e. $\mu_{\tilde{A}}(x) = w_a$. It is the most probable value of evaluation data. The value of $x$ outside the interval $[a_1^\mu, a_3^\mu]$ gives the minimum value of $\mu_{\tilde{A}}(x)$ i.e. $\mu_{\tilde{A}}(x) = 0$. It is the least probable value of the evaluation data. Constants $a_1^\mu, a_3^\mu$ are the lower and upper bounds of the available area for the evaluation data.

The $\alpha-$cut of generalized TFN $(a_1^\mu, a_2, a_3^\mu; w_a)$ is the closed interval

$$
A_\alpha = \left[ L_\alpha (A), R_\alpha (A) \right] = \left[ a_1^\mu + \frac{\alpha}{w_a} (a_2 - a_1^\mu), a_3^\mu - \frac{\alpha}{w_a} (a_3^\mu - a_2) \right].
$$

3.4. Single Valued Neutrosophic Set

A single valued neutrosophic set (SVNS) $\tilde{A}^n$ in the universe of discourse $X$ is given $\tilde{A}^n = \{(x, T_{\tilde{A}}(x), I_{\tilde{A}}(x), F_{\tilde{A}}(x)) | x \in X\}$ where $T_{\tilde{A}}: X \rightarrow [0,1]$, $I_{\tilde{A}}: X \rightarrow [0,1]$ and $F_{\tilde{A}}: X \rightarrow [0,1]$ with $0 \leq T_{\tilde{A}}(x) + I_{\tilde{A}}(x) + F_{\tilde{A}}(x) \leq 3$ for all $x \in X$. The numbers $T_{\tilde{A}}(x)$, $I_{\tilde{A}}(x)$, $F_{\tilde{A}}(x)$, respectively represent the truth membership degree, indeterminacy membership degree, falsity membership degree of the element $x$ to the set $\tilde{A}^n$.

3.5. $(\alpha, \beta, \gamma)$-cut of Single Valued Neutrosophic Set

$(\alpha, \beta, \gamma)$-cut of single valued neutrosophic set (SVNS) $\tilde{A}^n$, a crisp subset of $\tilde{A}^n$, is defined by $A_{\alpha, \beta, \gamma}^n = \{x | T_{\tilde{A}}(x) \geq \alpha, I_{\tilde{A}}(x) \leq \beta, F_{\tilde{A}}(x) \leq \gamma \}$ where $\alpha, \beta, \gamma \in [0,1]$ and $0 \leq \alpha + \beta + \gamma \leq 3$. 
3.6. Normal Neutrosophic Set
A single valued neutrosophic set \( \tilde{A} = \{(x,T_\tilde{A}(x),I_\tilde{A}(x),F_\tilde{A}(x)) | x \in X \} \) is called neutrosophic normal if there exists at least three points \( x_0, x_1, x_2 \in X \) such that \( T_\tilde{A}(x_0) = 1 \), \( I_\tilde{A}(x_1) = 1 \), \( F_\tilde{A}(x_2) = 1 \).

3.7. Convex Neutrosophic Set
A single valued neutrosophic set \( \tilde{A} = \{(x,T_\tilde{A}(x),I_\tilde{A}(x),F_\tilde{A}(x)) | x \in X \} \) is a subset of the real line called neut-convex if for all \( x_1, x_2 \in \mathbb{R} \) and \( \lambda \in [0,1] \) the following conditions are satisfied.
1. \( T_\tilde{A}(\lambda x_1 + (1-\lambda) x_2) \geq \min \{T_\tilde{A}(x_1),T_\tilde{A}(x_2)\} \)
2. \( I_\tilde{A}(\lambda x_1 + (1-\lambda) x_2) \leq \max \{I_\tilde{A}(x_1),I_\tilde{A}(x_2)\} \)
3. \( F_\tilde{A}(\lambda x_1 + (1-\lambda) x_2) \leq \max \{F_\tilde{A}(x_1),F_\tilde{A}(x_2)\} \)

i.e \( \tilde{A} \) is neut-convex if its truth membership function is fuzzy convex, indeterminacy membership function is fuzzy concave and falsity membership function is fuzzy concave.

3.8. Single Valued Neutrosophic Concave
A single valued neutrosophic set \( \tilde{A} = \{(x,T_\tilde{A}(x),I_\tilde{A}(x),F_\tilde{A}(x)) | x \in X \} \), subset of a real line, is called generalised neutrosophic number if
1. \( \tilde{A} \) is neut-normal.
2. \( \tilde{A} \) is neut-convex.
3. \( T_\tilde{A}(x) \) is upper semi-continuous, \( I_\tilde{A}(x) \) is lower semi continuous and \( F_\tilde{A}(x) \) is lower semi continuous.
4. the support of \( \tilde{A} \), i.e., \( S(\tilde{A}) = \{x \in X : T_\tilde{A}(x) > 0, I_\tilde{A}(x) < 1, F_\tilde{A}(x) < 1\} \) is bounded.

Thus for any Single Valued Triangular Neutrosophic Number there exists nine numbers \( a_1^\ell, a_2^\ell, b_1^b, b_2^b, c_1^c, c_2^c, c_3^c \in \mathbb{R} \) such that \( c_1^c \leq b_1^b \leq a_1^\ell \leq c_2^c \leq b_2^b \leq a_2^\ell \leq c_3^c \leq b_3^b \leq a_3^\ell \) and six functions \( T_\tilde{A}(x), I_\tilde{A}(x), F_\tilde{A}(x) \) represents truth, indeterminacy and falsity membership degree of \( \tilde{A} \). The three non-decreasing functions \( T_\tilde{A}(x), I_\tilde{A}(x), F_\tilde{A}(x) \) represents the left side of truth, indeterminacy and falsity membership functions of SVNN \( \tilde{A} \) respectively. Similarly the three non-increasing functions \( T_\tilde{A}(x), I_\tilde{A}(x), F_\tilde{A}(x) \) represent the right side of truth, indeterminacy and falsity membership functions of SVNN \( \tilde{A} \) respectively. The truth, indeterminacy and falsity membership functions of SVNN \( \tilde{A} \) can be defined in the following way
The sum of three independent membership degree of SVNN $\tilde{A}_n$ lie between the interval $[0,3]$ i.e $0 \leq T_{\tilde{A}}^L(x) + I_{\tilde{A}}^R(x) + F_{\tilde{A}}^R(x) \leq 3 \ x \in \tilde{A}_n$.

3.9. Generalized Triangular Neutrosophic Number

A generalized single valued triangular Neutrosophic number $\tilde{A}_n$ with the set of parameters $c_1^L \leq b_1^L \leq a_1^T \leq c_2 \leq b_2 \leq a_2 \leq a_3^T \leq b_3^L \leq c_3^F$ denoted as $\tilde{A}_n = (\tilde{A}_n^T, \tilde{A}_n^I, \tilde{A}_n^F) = \left(\left(\tilde{A}_n^T, \tilde{A}_n^I, \tilde{A}_n^F\right) \right)_{\tilde{A}_n^T, \tilde{A}_n^I, \tilde{A}_n^F}$ is the set of real numbers $\mathbb{R}$. The truth membership, indeterminacy membership and falsity membership functions of $\tilde{A}_n$ can be defined as follows:

$$T_{\tilde{A}}^L(x) = \begin{cases} \frac{w_a x - a_1^T}{a_2 - a_1^T} & \text{for } a_1^T \leq x \leq a_2 \\ w_a & \text{for } x = a_2 \\ \frac{w_a a_3^T - x}{a_3^T - a_2} & \text{for } a_2 \leq x \leq a_3^T \\ 0 & \text{otherwise} \end{cases}$$

$$I_{\tilde{A}}^L(x) = \begin{cases} \frac{w_a x - b_1^L}{b_2 - b_1^L} & \text{for } b_1^L \leq x \leq b_2 \\ w_a & \text{for } x = b_2 \\ \frac{w_a b_3^L - x}{b_3^L - b_2} & \text{for } b_2 \leq x \leq b_3^L \\ 0 & \text{otherwise} \end{cases}$$

$$F_{\tilde{A}}^L(x) = \begin{cases} \frac{w_a x - c_1^F}{c_2 - c_1^F} & \text{for } c_1^F \leq x \leq c_2 \\ w_a & \text{for } x = c_2 \\ \frac{w_a c_3^F - x}{c_3^F - c_2} & \text{for } c_2 \leq x \leq c_3^F \\ 0 & \text{otherwise} \end{cases}$$
3.10. \((\alpha, \beta, \gamma)\)-cut Set of Single Valued Triangular Neutrosophic Number

Let \(\tilde{A}^\alpha = \left( (a_1^\alpha, a_2^\alpha; a_3^\alpha; w_a), (b_1^\alpha, b_2^\alpha; b_3^\alpha; \eta_a)(c_1^\alpha, c_2^\alpha, c_3^\alpha; \tau_a) \right)\) be generalized single valued triangular Neutrosophic number. Then it is a crisp subset of \(\tilde{A}\) and is defined by

\[
A^\alpha = \left\{ x \mid T^\alpha(x) \geq \alpha, I^\alpha(x) = \beta, F^\alpha(x) \leq \gamma \right\} = \left[ \left[ L^\alpha(\tilde{A}), R^\alpha(\tilde{A}) \right], \left[ L^\beta(\tilde{A}), R^\beta(\tilde{A}) \right], \left[ L^\gamma(\tilde{A}), R^\gamma(\tilde{A}) \right] \right]
\]

\[
= \left[ \begin{bmatrix} a_1^\alpha + \frac{\alpha}{w_a} (a_2^\alpha - a_1^\alpha), a_1^\alpha - \frac{\alpha}{w_a} (a_3^\alpha - a_2^\alpha) \end{bmatrix}, \right.
\]
\[
\left. \begin{bmatrix} b_1^\alpha + \frac{\beta}{\eta_a} (b_2^\alpha - b_1^\alpha), b_1^\alpha + \frac{\beta}{\eta_a} (b_3^\alpha - b_2^\alpha) \end{bmatrix}, \right.
\]
\[
\left. \begin{bmatrix} c_1^\alpha + \frac{\gamma}{\tau_a} (c_2^\alpha - c_1^\alpha), c_1^\alpha + \frac{\gamma}{\tau_a} (c_3^\alpha - c_2^\alpha) \end{bmatrix} \right]
\]

3.11. Property

Property: 3.11.1.

Let \(\tilde{A}^\alpha = \left( (a_1^\alpha, a_2^\alpha; a_3^\alpha; w_a), (b_1^\alpha, b_2^\alpha; b_3^\alpha; \eta_a)(c_1^\alpha, c_2^\alpha, c_3^\alpha; \tau_a) \right)\) and

\(\tilde{B}^\alpha = \left( (e_1^\alpha, e_2^\alpha; e_3^\alpha; w_b), (f_1^\alpha, f_2^\alpha; f_3^\alpha; \eta_b)(g_1^\alpha, g_2^\alpha, g_3^\alpha; \tau_b) \right)\) be two generalized triangular neutrosophic number then the arithmetic operations on these numbers can be defined as follows

\[
\tilde{A}^\alpha + \tilde{B}^\alpha = \left( (a_1^\alpha + e_1^\alpha, a_2^\alpha + e_2^\alpha, a_3^\alpha + e_3^\alpha; w_a), (b_1^\alpha + f_1^\alpha, b_2^\alpha + f_2^\alpha, b_3^\alpha + f_3^\alpha; \eta_a, \eta_b), (c_1^\alpha + g_1^\alpha, c_2^\alpha + g_2^\alpha, c_3^\alpha + g_3^\alpha; \tau_a, \tau_b) \right)
\]

Proof:

With the transformation \(z = x + y\) we can find truth, indeterminacy and falsity membership function of neutrosophic set \(\tilde{C}^\alpha = \tilde{A}^\alpha + \tilde{B}^\alpha\) by \(\alpha, \beta, \gamma - \)cut method. \(\alpha -\)

cut of \(\tilde{A}^\alpha\) is

\[
\left[ a_1^\alpha + \frac{\alpha}{w_a} (a_2^\alpha - a_1^\alpha), a_3^\alpha - \frac{\alpha}{w_a} (a_3^\alpha - a_2^\alpha) \right] \forall \alpha \in [0, 1] \text{ i.e.}
\]

\[
x \in \left[ a_1^\alpha + \frac{\alpha}{w_a} (a_2^\alpha - a_1^\alpha), a_3^\alpha - \frac{\alpha}{w_a} (a_3^\alpha - a_2^\alpha) \right], \alpha - \text{cut of } \tilde{B}^\alpha \text{ is}
\]

\[
\left[ e_1^\alpha + \frac{\alpha}{w_b} (e_2^\alpha - e_1^\alpha), e_3^\alpha - \frac{\alpha}{w_b} (e_3^\alpha - e_2^\alpha) \right] \forall \alpha \in [0, 1] \text{ i.e.}
\]
\[
    y \in \left[ e_1^T + \frac{\alpha}{w_h} (e_2 - e_1^T), e_3^T - \frac{\alpha}{w_b} (e_3^T - e_2) \right],
\]

So

\[
    z(= x + y) \in \left[ a_1^T + e_1^T + \frac{\alpha}{w} ((e_2 - e_1^T) + (a_2 - a_1^T)), a_3^T + e_3^T - \frac{\alpha}{w} ((e_3^T - e_2) + (a_3^T - a_2)) \right],
\]

Where \( w = \min \{w_a, w_b\} \)

Thus we get truth membership function of \( \tilde{C}^n = \tilde{A}^n + \tilde{B}^n \) as

\[
    T_{\tilde{C}^n}(z) = \begin{cases} 
    w \frac{z - a_1^T - e_1^T}{(a_2 - a_1^T) + (e_2 - e_1^T)} & \text{for } a_1^T + e_1^T \leq z \leq a_2 + e_2 \\
    0 & \text{otherwise}
    \end{cases}
\]

Hence the rule is proved for truth membership function.

\[
    \beta - \text{cut of } \tilde{A}^n \text{ is } \left[ b_1^l + \frac{\beta}{\eta_a} (b_2 - b_1^l), b_1^r + \frac{\beta}{\eta_a} (b_1^r - b_2) \right] \forall \beta \in [0,1]. \text{ i.e}
\]

\[
    x \in \left[ b_1^l + \frac{\beta}{\eta_a} (b_2 - b_1^l), b_1^r + \frac{\beta}{\eta_a} (b_1^r - b_2) \right], \beta - \text{cut of } \tilde{B}^n \text{ is}
\]

\[
    \left[ f_1^l + \frac{\beta}{\eta_b} (f_2 - f_1^l), f_1^r + \frac{\beta}{\eta_b} (f_1^r - f_2) \right] \forall \beta \in [0,1]. \text{ i.e}
\]

\[
    y \in \left[ f_1^l + \frac{\beta}{\eta_b} (f_2 - f_1^l), f_1^r + \frac{\beta}{\eta_b} (f_1^r - f_2) \right]. \text{So}
\]

\[
    z(= x + y) \in \left[ b_1^l + f_1^l + \frac{\beta}{\eta} ((b_2 - b_1^l) + (f_2 - f_1^l)), b_1^r + f_1^r + \frac{\beta}{\eta} ((b_1^r - b_2) + (f_1^r - f_2)) \right],
\]

Where \( \eta = \max \{\eta_a, \eta_b\} \)

Thus we get indeterminacy membership function of \( \tilde{C}^n = \tilde{A}^n + \tilde{B}^n \) as
\[
I_C(z) = \begin{cases}
\eta \left( \frac{b_1^f + f_1^l - z}{(b_2 - b_1^l) + (f_2^l - f_1^l)} \right) & \text{for } b_1^f + f_1^l \leq z \leq b_2 + f_2 \\
\eta \left( \frac{z - b_1^l - f_1^l}{(b_2^l - b_1) + (f_2^l - f_2^l)} \right) & \text{for } b_2 + f_2 \leq z \leq b_2^l + f_2^l \\
0 & \text{otherwise}
\end{cases}
\]

Hence the rule is proved for indeterminacy membership function.

\[
\gamma - \text{cut of } \tilde{A}^\alpha = \left[ c_1^F + \frac{\gamma}{\tau_a} (c_2 - c_1^F), c_1^F + \frac{\gamma}{\tau_a} (c_3^F - c_2) \right] \forall \gamma \in [0,1] \text{ i.e.}
\]

\[
x \in \left[ c_1^F + \frac{\gamma}{\tau_a} (g_2 - g_1^F), c_1^F + \frac{\gamma}{\tau_a} (g_3^F - g_2) \right] \forall \gamma \in [0,1] \text{ i.e.}
\]

\[
y \in \left[ g_1^F + \frac{\gamma}{\tau_b} (g_2 - g_1^F), g_1^F + \frac{\gamma}{\tau_b} (g_3^F - g_2) \right] \text{. So}
\]

\[
z(= x + y) \in \left[ c_1^F + g_1^F + \frac{\gamma}{\tau} \left( (c_2 - c_1^F) + (g_2 - g_1^F) \right), c_3^F + g_3^F + \frac{\gamma}{\tau} \left( (c_3^F - c_2) + (g_3^F - g_2) \right) \right]
\]

Where \( \tau = \max \{ \tau_a, \tau_b \} \)

Thus we get falsity membership function of \( \tilde{C}^\alpha = \tilde{A}^\alpha + \tilde{B}^\alpha \) as

\[
F_C(z) = \begin{cases}
\tau \left( \frac{c_1^F + g_1^F - z}{(c_2 - c_1^F) + (g_2 - g_1^F)} \right) & \text{for } c_1^F + g_1^F \leq z \leq c_2 + g_2 \\
\tau \left( \frac{z - c_3^F - g_3^F}{(c_3^F - c_2) + (g_3^F - g_2)} \right) & \text{for } c_2 + g_2 \leq z \leq c_3^F + g_3^F \\
0 & \text{otherwise}
\end{cases}
\]

Hence the rule is proved for falsity membership function.

Hence the proof
Property 3.11.2.

Let $A^n = \left( (a_i^T, a_z, a_z^T; w_a), (b_i', b_z, b_z'; \eta_a) (c_i, c_z, c_z^T; \tau_a) \right)$ be a generalized triangular neutrosophic number then

$$kA^n = \begin{cases} 
(ka_i^T, ka_z, ka_z^T; w_a), (kb_i', kb_z, kb_z'; \eta_a) (kc_i, kc_z, kc_z^T; \tau_a) \text{ for } k > 0 \\
(ka_z^T, ka_z, ka_z^T; w_a), (kb_i', kb_z, kb_z'; \eta_a) (kc_i, kc_z, kc_z^T; \tau_a) \text{ for } k < 0
\end{cases}$$

Proof:

When $k > 0$, with transformation $y = ka$, we can find the membership function for truth membership function of TNN $\tilde{Y}^n = kA^n$ by $\alpha - \gamma$ cut method. The $\alpha - \gamma$ cut of $A^n$ is

$$x \in \left[ a_i^T + \frac{\alpha}{w_a} (a_z - a_i^T), a_z^T + \frac{\alpha}{w_a} (a_z^T - a_z) \right]$$

i.e.

$$y(=ka) \in \left[ ka_i^T + \frac{\alpha}{w_a} (ka_z - ka_i^T), ka_z^T + \frac{\alpha}{w_a} (ka_z^T - ka_z) \right]$$

Thus we get truth membership function of $\tilde{Y}^n = kA^n$ as

$$T_{\tilde{Y}^n}(y) = \begin{cases} 
\frac{w_a (y - ka_i^T)}{(ka_z - ka_i^T)} & \text{for } ka_i \leq y \leq ka_z \\
\frac{w_a (ka_z^T - y)}{(ka_z^T - ka_z)} & \text{for } ka_z \leq y \leq ka_i^T \\
0 & \text{otherwise}
\end{cases}$$

Hence the rule is proved for truth membership function.

The $\beta - \gamma$ cut of $A^n$ is

$$x \in \left[ b_i' + \frac{\beta}{\eta_a} (b_z - b_i'), b_z + \frac{\beta}{\eta_a} (b_z - b_z') \right] \forall \beta \in [0,1]$$

i.e.

$$y(=ka) \in \left[ kb'_i + \frac{\beta}{\eta_a} (kb_z - kb_i'), kb_z' + \frac{\beta}{\eta_a} (kb_z' - kb_z) \right] \forall \beta \in [0,1]$$

Thus we get indeterminacy membership function of $\tilde{Y}^n = kA^n$ as
Hence the rule is proved for indeterminacy-membership function.

The $\gamma-$cut of $\tilde{A}^n$ is \[
\left[ c_1^F + \frac{\gamma}{\tau_a} (c_2 - c_1^F), c_3^F + \frac{\gamma}{\tau_a} (c_3^F - c_2) \right] \quad \forall \gamma \in [0,1] \]

Thus we get falsity membership function of $\tilde{Y}^n = k\tilde{A}^n$ as

$$F_{\tilde{Y}^n}(y) = \begin{cases} 
\tau_a \left( \frac{kc_1^F - y}{kc_2 - kc_1^F} \right) & \text{for } kc_1^F \leq y \leq kc_2 \\
\tau_a \left( \frac{y - kc_3^F}{kc_3^F - kc_2} \right) & \text{for } kc_2 \leq y \leq kc_3^F \\
0 & \text{otherwise}
\end{cases}$$

Hence the rule is proved for falsity-membership function.

Thus we have

$$k\tilde{A}^n = \begin{cases} 
(k\alpha_1^T, k\alpha_2, k\alpha_3^T ; w_a), (kb_1^T, kb_2, kb_3^T ; \eta_a) (kc_1^F, kc_2, kc_3^F ; \tau_a) & \text{for } k > 0 \\
(k\alpha_1^T, k\alpha_2, k\alpha_3^T ; w_a), (kb_1^T, kb_2, kb_3^T ; \eta_a) (kc_1^F, kc_2, kc_3^F ; \tau_a) & \text{for } k < 0
\end{cases}$$

### 3.12. Ranking of Triangular Neutrosophic Number

A triangular neutrosophic number $\tilde{A}^n = \left( (a_1^T, a_2, a_3^T ; w_a), (b_1^T, b_2, b_3^T ; \eta_a) (c_1^F, c_2, c_3^F ; \tau_a) \right)$ is completely defined by

$$L(x) = w_a \frac{x - a_1^T}{a_2 - a_1^T} \quad \text{for } a_1^T \leq x \leq a_2$$
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\[ R_t(x) = w_a \frac{a_i^T - x}{a_i^T - a_2} \text{ for } a_2 \leq x \leq a_i^T; \quad L_t(x) = \eta_a \frac{x - b_i^I}{b_2 - b_i^I} \text{ for } b_i^I \leq x \leq b_2 \]

\[ R_t(x) = \eta_a \frac{x - b_i^I}{b_3^I - b_2} \text{ for } b_2 \leq x \leq b_3^I; \]

\[ L_f(x) = \tau_a \frac{x - c_i^I}{c_2 - c_i^I} \text{ for } c_i^I \leq x \leq c_2 \text{ and } R_f(x) = \tau_a \frac{x - c_i^F}{c_3^F - c_i^F} \text{ for } c_2 \leq x \leq c_i^F. \]

The inverse functions can be analytically expressed as

\[ L_t^{-1}(h) = a_i^T + \frac{h}{w_a}(a_2 - a_i^T); \quad R_t^{-1}(h) = a_i^T - \frac{h}{w_a}(a_i^T - a_2); \quad L_t^{-1}(h) = b_i^I + \frac{h}{\eta_a}(b_2 - b_i^I); \]

\[ R_t^{-1}(h) = b_i^I + \frac{h}{\eta_a}(b_3^I - b_2); \]

\[ L_f^{-1}(h) = c_i^I + \frac{h}{\tau_a}(c_2 - c_i^I) \text{ and } R_f^{-1}(h) = c_i^I + \frac{h}{\tau_a}(c_i^I - c_2) \]

Now left integral value of truth membership indeterminacy and falsity membership functions of \( \tilde{A}^a \) are

\[ V_{L_t}(\tilde{A}^a) = \int_0^1 L_t^{-1}(h) = \left(2w_a - 1\right)a_i^T + \frac{a_2}{2w_a} \quad \text{and} \quad V_{L_t}(\tilde{A}^a) = \int_0^1 L_t^{-1}(h) = \left(2\eta_a - 1\right)b_i^I + \frac{b_2}{2\eta_a} \]

\[ V_{R_t}(\tilde{A}^a) = \int_0^1 R_t^{-1}(h) = \frac{\left(2\tau_a - 1\right)c_i^I + c_2}{2\tau_a} \text{ respectively} \]

And right integral value of truth, indeterminacy and falsity membership functions are

\[ V_{R_t}(\tilde{A}^a) = \int_0^1 R_t^{-1}(h) = \left(2\tau_a - 1\right)b_i^I + \frac{b_2}{2\tau_a}, \quad V_{R_t}(\tilde{A}^a) = \int_0^1 R_t^{-1}(h) = \frac{\left(2\eta_a + 1\right)b_i^I - b_2}{2\eta_a} \]

\[ V_{R_t}(\tilde{A}^a) = \int_0^1 R_t^{-1}(h) = \frac{\left(2\tau_a + 1\right)c_i^I - c_2}{2\tau_a} \text{ respectively}. \]

The total integral value of the truth membership functions is

\[ V_t^a(\tilde{A}^a) = \frac{\left(2w_a - 1\right)a_i^T + \frac{a_2}{2w_a}}{2w_a} \alpha + \left(1 - \alpha\right) \frac{\left(2w_a - 1\right)a_i^T + \frac{a_2}{2w_a}}{2w_a} = \frac{a_2 + \left(2w_a - 1\right)\left(\alpha a_i^T + \left(1 - \alpha\right) a_i^T\right)}{2w_a}, \alpha \in [0,1] \]

The total integral value of indeterminacy membership functions is

\[ V_i^a(\tilde{A}^a) = \frac{\left(2\eta_a + 1\right)b_i^I + \frac{b_2}{2\eta_a}}{2\eta_a} \beta + \left(1 - \beta\right) \frac{\left(2\eta_a - 1\right)b_i^I + \frac{b_2}{2\eta_a}}{2\eta_a} = \frac{b_2 + \left(2\beta + 2\eta_a - 1\right)b_i^I}{2\eta_a}, \beta \in [0,1] \]

The total integral value of falsity membership functions is

\[ V_f^a(\tilde{A}^a) = \frac{\left(2\tau_a + 1\right)c_i^I - c_2}{2\tau_a} \gamma + \left(1 - \gamma\right) \frac{\left(2\tau_a - 1\right)c_i^I + c_2}{2\tau_a} = \frac{c_2 + \left(2\gamma + 2\tau_a - 1\right)c_i^I}{2\tau_a}, \gamma \in [0,1] \]
Let \( \tilde{A}^n = (a^r_1, a^r_2, a^r_3; w_n), (b^l_1, b^l_2, b^l_3; \eta_n) \left( c^r_1, c^r_2, c^r_3; \tau_n \right) \) and \( \tilde{B}^n = (e^r_1, e^r_2, e^r_3; w_n), (f^l_1, f^l_2, f^l_3; \eta_n) \left( g^r_1, g^r_2, g^r_3; \tau_n \right) \) be two generalized triangular neutrosophic number then the following conditions hold good

i) If \( V_T^\alpha (\tilde{A}^n) < V_T^\alpha (\tilde{B}^n) \), \( V_I^\beta (\tilde{A}^n) < V_I^\beta (\tilde{B}^n) \), and \( I_F^\gamma (\tilde{A}^n) < I_F^\gamma (\tilde{B}^n) \) for \( \alpha, \beta, \gamma \in [0,1] \) then \( \tilde{A}^n < \tilde{B}^n \)

ii) If \( V_T^\alpha (\tilde{A}^n) > V_T^\alpha (\tilde{B}^n) \), \( V_I^\beta (\tilde{A}^n) > V_I^\beta (\tilde{B}^n) \), and \( I_F^\gamma (\tilde{A}^n) > I_F^\gamma (\tilde{B}^n) \) for \( \alpha, \beta, \gamma \in [0,1] \) then \( \tilde{A}^n > \tilde{B}^n \)

iii) If \( V_T^\alpha (\tilde{A}^n) = V_T^\alpha (\tilde{B}^n) \), \( V_I^\beta (\tilde{A}^n) = V_I^\beta (\tilde{B}^n) \), and \( I_F^\gamma (\tilde{A}^n) = I_F^\gamma (\tilde{B}^n) \) for \( \alpha, \beta, \gamma \in [0,1] \) then \( \tilde{A}^n = \tilde{B}^n \)

4. MATHEMATICAL ANALYSIS

5.1 Formulation of Neutrosophic Programming with imprecise coefficient

A multi-objective neutrosophic non-linear programming problem with imprecise coefficient can be formulated as

Minimize \( \hat{f}_{k_0}(x) = \sum_{i=1}^{T_{k_0}} \xi_{k_0} \tilde{c}_{k_0j} \prod_{j=1}^{n} x_{j}^{a_{k_0j}} \) for \( k_0 = 1,2,\ldots, p \)

Such that \( \hat{f}_i(x) = \sum_{i=1}^{T_i} \xi_{i} \tilde{c}_{ij} \prod_{j=1}^{n} x_{j}^{a_{ij}} \leq \xi_{i} \tilde{b}_{ij} \) for \( i = 1,2,\ldots, m \)

\( x_j > 0 \) \( j = 1,2,\ldots, n \)

Here \( \xi_{k_0j}, \xi_{i}, \xi_{i} \) are the signum function used to indicate sign of term in the equation.

\( \tilde{c}_{k_0j} > 0, \tilde{c}_i > 0, a_{k_0j}, a_{ij} \) are real numbers for all \( i,t,k_0,j \).

Here

\( \tilde{c}_{k_0} = \left( \left( c_{k_0}^{rT}, c_{k_0}^{r2}, c_{k_0}^{r3}; w_{k_0} \right), \left( c_{k_0}^{lT}, c_{k_0}^{l2}, c_{k_0}^{l3}; \eta_{k_0} \right), \left( c_{k_0}^{F}, c_{k_0}^{F2}, c_{k_0}^{F3}; \tau_{k_0} \right) \right) \);

\( \tilde{c}_i = \left( \left( c_{i}^{rT}, c_{i}^{r2}, c_{i}^{r3}; w_{i} \right), \left( c_{i}^{lT}, c_{i}^{l2}, c_{i}^{l3}; \eta_{i} \right), \left( c_{i}^{F}, c_{i}^{F2}, c_{i}^{F3}; \tau_{i} \right) \right) \);

\( \tilde{b}_i = \left( \left( b_{i}^{rT}, b_{i}^{r2}, b_{i}^{r3}; w_{i} \right), \left( b_{i}^{lT}, b_{i}^{l2}, b_{i}^{l3}; \eta_{i} \right), \left( b_{i}^{F}, b_{i}^{F2}, b_{i}^{F3}; \tau_{i} \right) \right) \).

Using total integral value of truth, indeterminacy and falsity membership functions we transform above Neutrosophic multi-objective programming with imprecise parameter as

Minimize \( \hat{f}_{1k_0}(x; \alpha) = \sum_{i=1}^{T_{k_0}} \xi_{k_0i} \tilde{c}_{1k_0j} \prod_{j=1}^{n} x_{j}^{a_{1k_0j}} \) for \( k_0 = 1,2,\ldots, p \)

Minimize \( \hat{f}_{2k_0}(x; \beta) = \sum_{i=1}^{T_{k_0}} \xi_{k_0i} \tilde{c}_{2k_0j} \prod_{j=1}^{n} x_{j}^{a_{2k_0j}} \) for \( k_0 = 1,2,\ldots, p \)
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Minimize \( \hat{f}_{3k_0}(x; \gamma) = \sum_{i=1}^{T_n} \xi_{k_0} \hat{c}_{3k_0} \prod_{j=1}^{n} x_j^{a_{ij}} \) for \( k_0 = 1, 2, \ldots, p \)

Such that \( \hat{f}_{ii}(x; \alpha) = \sum_{i=1}^{T_n} \xi_{ii} \hat{c}_{ii} \prod_{j=1}^{n} x_j^{a_{ij}} \leq \xi_i \hat{b}_i \) for \( i = 1, 2, \ldots, m \)

\( \hat{f}_{2i}(x; \beta) = \sum_{i=1}^{T_n} \xi_{2i} \hat{c}_{2i} \prod_{j=1}^{n} x_j^{a_{ij}} \leq \xi_i \hat{b}_i \) for \( i = 1, 2, \ldots, m \)

\( \hat{f}_{3i}(x; \gamma) = \sum_{i=1}^{T_n} \xi_{3i} \hat{c}_{3i} \prod_{j=1}^{n} x_j^{a_{ij}} \leq \xi_i \hat{b}_i \) for \( i = 1, 2, \ldots, m \)

\[ x_j > 0; \alpha, \beta, \gamma \in [0, 1] \quad j = 1, 2, \ldots, n \]

Here \( \xi_{k_0}, \xi_{ii}, \xi_i \) are the signum function used to indicate sign of term in the equation.

\( \hat{c}_{1k_0} > 0, \hat{c}_{ii} > 0; \hat{b}_i > 0 \) denote the total integral value of truth membership function i.e

\[ \hat{c}_{1k_0} = \frac{c_{k_0}^2 + (2w_{k_0} - 1)\{\alpha c_{k_0}^{3\mu} + (1 - \alpha)c_{k_0}^{3\nu}\}}{2w_{k_0}} \]

\( \hat{b}_i = \frac{b_i^2 + (2w_i - 1)\{\alpha b_i^{3\mu} + (1 - \alpha)b_i^{3\nu}\}}{2w_i} \)

and \( \hat{c}_{2k_0} > 0, \hat{c}_{ii} > 0; \hat{b}_i > 0 \) denote the total integral value of indeterminacy-membership function i.e

\[ \hat{c}_{2k_0} = \frac{2\eta_{k_0} c_{k_0}^{3\mu} + (1 - 2\beta)\{c_{k_0}^{3\mu} - c_{k_0}^{3\nu}\}}{2\eta_{k_0}} \]

\( \hat{b}_i = \frac{2\eta_i b_i^{3\mu} + (1 - 2\beta)\{b_i^{3\mu} - b_i^{3\nu}\}}{2\eta_i} \)

and \( \hat{c}_{3k_0} > 0, \hat{c}_{ii} > 0; \hat{b}_i > 0 \) denote the total integral value of falsity-membership function i.e

\[ \hat{c}_{3k_0} = \frac{2\tau_{k_0} c_{k_0}^{3\mu} + (1 - 2\gamma)\{c_{k_0}^{3\nu} - c_{k_0}^{3\mu}\}}{2\tau_{k_0}} \]

\( \hat{b}_i = \frac{2\tau_i b_i^{3\mu} + (1 - 2\gamma)\{b_i^{3\nu} - b_i^{3\mu}\}}{2\tau_i} \)

4.2. Neutrosophic Non-linear Programming (NNLP) Optimization to solve Parameterized Multi-objective Non-linear Programming Problem (PMONLP)

A multi-objective non-linear parametric neutrosophic programming (MONNLP) problem can be formulated as

\[
\text{Minimize} \quad \{ f_1(x; \alpha), \ldots, f_p(x; \alpha), f_{p+1}(x; \beta), \ldots, f_{2p}(x; \beta), f_{2p+1}(x; \gamma), \ldots, f_{3p}(x; \gamma) \}^T
\]

Subject to \( g_j(x; \alpha) \leq b_j; \quad j = 1, 2, \ldots, m \)

\( g_j(x; \beta) \leq b_j; \quad j = 1, 2, \ldots, m \)

\( g_j(x; \gamma) \leq b_j; \quad j = 1, 2, \ldots, m \)
Following Zimmermann [30], we have presented a solution algorithm to solve the MONLP Problem by fuzzy optimization technique.

**Step-1:** Solve the MONLP (2) as a single objective non-linear programming problem \( p \) times by taking one of the objective at a time and ignoring the others. These solutions are known as ideal solutions. Let \( x^i \) be the respective optimal solution for the \( i^{th} \) different objectives with same constraints and evaluate each objective values for all these \( i^{th} \) optimal solutions.

**Step-2:** From the result of step -1 determine the corresponding values for every objective for each derived solutions. With the values of all objectives at each ideal solutions, pay-off matrix can be formulated as follows

\[
\begin{bmatrix}
 f_1(x; \alpha) & \ldots & f_p(x; \alpha) & f_{p+1}(x; \beta) & \ldots & f_{2p}(x; \beta) & f_{2p+1}(x; \gamma) & \ldots & f_{3p}(x; \gamma)
\end{bmatrix}
\]

Here \( x^1, x^2, \ldots, x^{3p} \) are the ideal solution of the objectives \( f_1(x; \alpha), f_2(x; \alpha), \ldots, f_p(x; \alpha), f_{p+1}(x; \beta), f_{p+2}(x; \beta), \ldots, f_{2p}(x; \beta), f_{2p+1}(x; \gamma), f_{2p+2}(x; \gamma), \ldots, f_{3p}(x; \gamma) \) respectively.

**Step-3:** For each objective \( f_k(x; \alpha), f_k(x; \beta), f_k(x; \gamma) \) find lower bound \( L_k^T \) and the upper bound \( U_k^T \)

\[
U_k^T = \max \left\{ f_k(x^{*}; p^*) \right\} \quad \text{and} \quad L_k^T = \min \left\{ f_k(x^{*}; p^*) \right\}
\]

where \( p^* = \alpha, \beta, \gamma; k = 1,2,\ldots,3p \)

For truth membership of objectives.

**Step-4:** We represent upper and lower bounds for indeterminacy and falsity membership of objectives as follows:

for \( k = 1,2,\ldots,3p \)

\[
U_k^I = U_k^T \quad \text{and} \quad L_k^I = L_k^T + t(U_k^T - L_k^T);
\]

\[
L_k^I = L_k^T \quad \text{and} \quad U_k^I = L_k^T + s(U_k^T - L_k^T)
\]

Here \( t, s \) are predetermined real numbers in \((0,1)\)

**Step-5:** Define truth membership, indeterminacy membership and falsity membership functions as follows

for \( k = 1,2,\ldots,3p \)

\[
\]
Truss Design Optimization with Imprecise Load and Stress in Neutrosophic Environment 455

\[
T_k \left( f_k (x) \right) = \begin{cases} 
1 & \text{if } f_k (x) \leq L_k^T \\
-\exp \left\{ -\psi \left( \frac{U_k^T - f_k (x)}{U_k^T - L_k^T} \right) \right\} & \text{if } L_k^T \leq f_k (x) \leq U_k^T \\
0 & \text{if } f_k (x) \geq U_k^T 
\end{cases}
\]

\[
I_k \left( f_k (x) \right) = \begin{cases} 
1 & \text{if } L_k^L \leq f_k (x) \leq U_k^L \\
0 & \text{if } f_k (x) \geq U_k^L 
\end{cases}
\]

\[
F_k \left( f_k (x) \right) = \begin{cases} 
\frac{1}{2} + \frac{1}{2} \tanh \left( \frac{f_k (x) - \frac{U_k^L + L_k^L}{2}}{\theta_k} \right) & \text{if } L_k^L \leq f_k (x) \leq U_k^L \\
1 & \text{if } f_k (x) \geq U_k^L 
\end{cases}
\]

Where \( \theta_k = \frac{6}{U_k^F - L_k^F} \), \( \psi = 4 \)

**Step-6:** Now neutrosophic optimization method for MONLP problem with probabilistic operator gives an equivalent nonlinear programming problem as:

Maximize \( \prod_{i=1}^{p} \left( T_i \left( f_i (x; \alpha) \right) \right) \prod_{i=p+1}^{2p} \left( T_i \left( f_i (x; \beta) \right) \right) \prod_{i=2p+1}^{3p} \left( T_i \left( f_i (x; \gamma) \right) \right) \)  \tag{3}

Minimize \( \prod_{i=1}^{p} \left( 1 - I_i \left( f_i (x; \alpha) \right) \right) \prod_{i=p+1}^{2p} \left( 1 - I_i \left( f_i (x; \beta) \right) \right) \prod_{i=2p+1}^{3p} \left( 1 - I_i \left( f_i (x; \gamma) \right) \right) \)

Minimize \( \prod_{i=1}^{p} \left( 1 - F_i \left( f_i (x; \alpha) \right) \right) \prod_{i=p+1}^{2p} \left( 1 - F_i \left( f_i (x; \beta) \right) \right) \prod_{i=2p+1}^{3p} \left( 1 - F_i \left( f_i (x; \gamma) \right) \right) \)

subject to

\begin{align*}
0 &\leq T_i \left( f_i (x; \alpha) \right) + I_i \left( f_i (x; \alpha) \right) + F_i \left( f_i (x; \alpha) \right) \leq 3; \\
0 &\leq T_i \left( f_i (x; \beta) \right) + I_i \left( f_i (x; \beta) \right) + F_i \left( f_i (x; \beta) \right) \leq 3; \\
0 &\leq T_i \left( f_i (x; \gamma) \right) + I_i \left( f_i (x; \gamma) \right) + F_i \left( f_i (x; \gamma) \right) \leq 3; \\
g_j (x; \alpha) &\leq b_j; \\
g_j (x; \beta) &\leq b_j; \\
g_j (x; \gamma) &\leq b_j; \\
x &> 0, \alpha, \beta, \gamma \in [0,1] \\
i = 1, 2, \ldots, p; j = 1, 2, \ldots, m 
\end{align*}

This crisp nonlinear programming problem can be solved by appropriate mathematical algorithm.
5. SOLUTION OF MULTI-OBJECTIVE STRUCTURAL OPTIMIZATION PROBLEM BY INTUITIONISTIC FUZZY OPTIMIZATION TECHNIQUE

The multi-objective structural model (1) can be expressed as parametric neutrosophic form as

\[
\begin{align*}
\text{Minimize } & W_T(A;\alpha); \text{Minimize } W_T(A;\beta); \text{Minimize } W_T(A;\gamma) \\
\text{Minimize } & \delta(A;\alpha); \text{Minimize } \delta(A;\beta); \text{Minimize } \delta(A;\gamma)
\end{align*}
\]

subject to

\[
\begin{align*}
\sigma(A;\alpha) & \leq ([\sigma];\alpha); \sigma(A;\beta) \leq ([\sigma];\beta); \sigma(A;\gamma) \leq ([\sigma];\gamma) \\
A^{\text{min}} & \leq A \leq A^{\text{max}}, \alpha, \beta, \gamma \in [0,1]
\end{align*}
\]

Where \( A = (A_1, A_2, \ldots, A_n)^T \)

To solve the MOSOP (4) step 1 of 4.2 is used. After that according to step 2 pay-off matrix is formulated

\[
\begin{bmatrix}
W_T(A;\alpha) & W_T(A;\beta) & W_T(A;\gamma) & \delta(A;\alpha) & \delta(A;\beta) & \delta(A;\gamma) \\
A^1 & W^*(A^1;\alpha) & W^*(A^1;\alpha) & W^*(A^1;\gamma) & \delta^*(A^1;\alpha) & \delta^*(A^1;\beta) & \delta^*(A^1;\gamma) \\
A^2 & W^*(A^2;\alpha) & W^*(A^2;\beta) & W^*(A^2;\gamma) & \delta^*(A^2;\alpha) & \delta^*(A^2;\beta) & \delta^*(A^2;\gamma) \\
A^3 & W^*(A^3;\alpha) & W^*(A^3;\beta) & W^*(A^3;\gamma) & \delta^*(A^3;\alpha) & \delta^*(A^3;\beta) & \delta^*(A^3;\gamma) \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
A^6 & W^*(A^6;\alpha) & W^*(A^6;\beta) & W^*(A^6;\gamma) & \delta^*(A^6;\alpha) & \delta^*(A^6;\beta) & \delta^*(A^6;\gamma)
\end{bmatrix}
\]

Here \( A^1, A^2, \ldots, A^6 \) are the ideal solution of the objectives \( W_T(A;\alpha), W_T(A;\beta), W_T(A;\gamma), \delta(A;\alpha), \delta(A;\beta), \delta(A;\gamma) \) respectively.

For each objective \( W_T(A;\alpha), W_T(A;\beta), W_T(A;\gamma), \delta(A;\alpha), \delta(A;\beta), \delta(A;\gamma) \) find lower bound \( L^T_k \) and the upper bound \( U^T_k \) as

\[
\begin{align*}
U^T_{W_T(A;\alpha)} & = \max \left\{ W_T(A^r;\alpha) \right\}, 0 \leq r \leq 6; p = \alpha, \beta, \gamma \quad \text{and} \\
L^T_{W_T(A;\alpha)} & = \min \left\{ W_T(A^r;\alpha) \right\}, 0 \leq r \leq 6; p = \alpha, \beta, \gamma \\
U^T_{\delta(A;\alpha)} & = \max \left\{ \delta(A^r;\alpha) \right\}, 0 \leq r \leq 6; p = \alpha, \beta, \gamma \quad \text{and} \\
L^T_{\delta(A;\alpha)} & = \min \left\{ \delta(A^r;\alpha) \right\}, 0 \leq r \leq 6; p = \alpha, \beta, \gamma
\end{align*}
\]

for truth membership of weight functions and deflection functions.
Similarly the upper and lower bounds for indeterminacy and falsity membership of weight objective function as

\[
U_{WT(\xi,p)}^F = U_{WT(\xi,p)}^T \quad \text{and} \quad L_{WT(\xi,p)}^F = L_{WT(\xi,p)}^T + t \left( U_{WT(\xi,p)}^T - L_{WT(\xi,p)}^T \right) ; 0 \leq r \leq 6; p = \alpha, \beta, \gamma
\]

And deflection objective function as

\[
U_{\delta(\xi,p)}^F = U_{\delta(\xi,p)}^T \quad \text{and} \quad L_{\delta(\xi,p)}^F = L_{\delta(\xi,p)}^T + t \left( U_{\delta(\xi,p)}^T - L_{\delta(\xi,p)}^T \right) ; 0 \leq r \leq 6; p = \alpha, \beta, \gamma
\]

Here \( t, s \) are predetermined real numbers in \((0,1)\)

Define truth membership, indeterminacy membership and falsity membership functions for weight and deflection as follows

\[
T_{WT(\xi,p)}(WT(A;p)) = \begin{cases} 
1 & \text{if } WT(A;p) \leq L_{WT(\xi,p)}^T \\
1 - \exp \left( - \phi \left( \frac{U_{WT(\xi,p)}^T - WT(A;p)}{U_{WT(\xi,p)}^T - L_{WT(\xi,p)}^T} \right) \right) & \text{if } L_{WT(\xi,p)}^T \leq WT(A;p) \leq U_{WT(\xi,p)}^T \\
0 & \text{if } WT(A;p) \geq U_{WT(\xi,p)}^T
\end{cases}
\]

\[
I_{WT(\xi,p)}(WT(A;p)) = \begin{cases} 
1 & \text{if } WT(A;p) \leq L_{WT(\xi,p)}^T \\
\exp \left( \frac{U_{WT(\xi,p)}^T - WT(A;p)}{U_{WT(\xi,p)}^T - L_{WT(\xi,p)}^T} \right) & \text{if } L_{WT(\xi,p)}^T \leq WT(A;p) \leq U_{WT(\xi,p)}^T \\
0 & \text{if } WT(A;p) \geq U_{WT(\xi,p)}^T
\end{cases}
\]

\[
F_{WT(\xi,p)}(WT(A;p)) = \begin{cases} 
\frac{1}{2} + \frac{1}{2} \tanh \left( WT(A;p) - \frac{U_{WT(\xi,p)}^F + L_{WT(\xi,p)}^F}{2} \right) \theta_{WT(\xi,p)} & \text{if } L_{WT(\xi,p)}^F \leq WT(A;p) \leq U_{WT(\xi,p)}^F \\
1 & \text{if } WT(A;p) \geq U_{WT(\xi,p)}^F
\end{cases}
\]
Now neutrosophic optimization method for MONLP problem with probabilistic operator gives an equivalent nonlinear programming problem as:

\[
\begin{align*}
T_{\delta(A,p)}(\delta(A;p)) &= \begin{cases} 
1 & \text{if } \delta(A;p) \leq L_{\delta(A,p)}^T, \\
1 - \exp\left\{-\varphi \left( \frac{U_{\delta(A,p)}^T - \delta(A;p)}{U_{\delta(A,p)}^T - L_{\delta(A,p)}^T} \right) \right\} & \text{if } L_{\delta(A,p)}^T \leq \delta(A;p) \leq U_{\delta(A,p)}^T, \\
0 & \text{if } \delta(A;p) \geq U_{\delta(A,p)}^T,
\end{cases} \\
I_{\delta(A,p)}(\delta(A;p)) &= \exp\left\{-\frac{U_{\delta(A,p)}^I - \delta(A;p)}{U_{\delta(A,p)}^I - L_{\delta(A,p)}^I} \right\} \quad \text{if } L_{\delta(A,p)}^I \leq \delta(A;p) \leq U_{\delta(A,p)}^I, \\
0 & \text{if } \delta(A;p) \geq U_{\delta(A,p)}^I, \\
F_{\delta(A,p)}(\delta(A;p)) &= \frac{1}{2} + \frac{1}{2} \tanh\left( \delta(A;p) - \frac{U_{\delta(A,p)}^F + L_{\delta(A,p)}^F}{2} \theta_{\delta(A,p)} \right) \quad \text{if } L_{\delta(A,p)}^F \leq \delta(A;p) \leq U_{\delta(A,p)}^F, \\
1 & \text{if } \delta(A;p) \geq U_{\delta(A,p)}^F
\end{align*}
\]

Where

\[
\theta_{\delta(A,p)} = \frac{6}{U_{\delta(A,p)}^F - L_{\delta(A,p)}^F}; \quad \theta_{\delta(A,p)} = \frac{6}{U_{\delta(A,p)}^F - L_{\delta(A,p)}^F}; \quad \varphi = 4
\]

\[0 \leq r \leq 6; \quad p = \alpha, \beta, \gamma\]

Maximize

\[
\begin{align*}
T_{\delta(A,\alpha)}(WT(A;\alpha))T_{\delta(A,\beta)}(WT(A;\beta))T_{\delta(A,\gamma)}(WT(A;\gamma))T_{\delta(A,\alpha)}(\delta(A;\alpha))
\end{align*}
\]

Minimize

\[
\begin{align*}
\left\{1 - T_{\delta(A,\alpha)}(WT(A;\alpha)) \right\} & \left\{1 - T_{\delta(A,\beta)}(WT(A;\beta)) \right\} & \left\{1 - T_{\delta(A,\gamma)}(WT(A;\gamma)) \right\} \\
\left\{1 - I_{\delta(A,\alpha)}(\delta(A;\alpha)) \right\} & \left\{1 - I_{\delta(A,\beta)}(\delta(A;\beta)) \right\} & \left\{1 - I_{\delta(A,\gamma)}(\delta(A;\gamma)) \right\}
\end{align*}
\]

Minimize

\[
\begin{align*}
\left\{1 - F_{\delta(A,\alpha)}(WT(A;\alpha)) \right\} & \left\{1 - F_{\delta(A,\beta)}(WT(A;\beta)) \right\} & \left\{1 - F_{\delta(A,\gamma)}(WT(A;\gamma)) \right\} \\
\left\{1 - F_{\delta(A,\alpha)}(\delta(A;\alpha)) \right\} & \left\{1 - F_{\delta(A,\beta)}(\delta(A;\beta)) \right\} & \left\{1 - F_{\delta(A,\gamma)}(\delta(A;\gamma)) \right\}
\end{align*}
\]
subject to

\[ 0 \leq T_{WT(A;p)}(WT(A;p)) + I_{WT(A;p)}(WT(A;p)) + F_{WT(A;p)}(WT(A;p)) \leq 3; \]
\[ 0 \leq T_{\delta(A;p)}(\delta(A;p)) + I_{\delta(A;p)}(\delta(A;p)) + F_{\delta(A;p)}(\delta(A;p)) \leq 3; \]
\[ \sigma(A) \leq [\sigma]; \]
\[ A^{\text{min}} \leq A \leq A^{\text{max}} \quad 0 \leq r \leq 6; \quad p = \alpha, \beta, \gamma; \quad \alpha, \beta, \gamma \in [0,1] \]

This crisp nonlinear programming problem can be solved by appropriate mathematical algorithm.

6. NUMERICAL ILLUSTRATION

A well known three bar planer truss (Detailed formulation is given in appendix, Fig. 1) is considered to minimize weight of the structure \( WT(A_1, A_2) \) and minimize the deflection \( \delta(A_1, A_2) \) at a loading point of a statistically loaded three bar planer truss subject to stress constraints on each of the truss members.

The multi-objective optimization problem can be stated as follows

\[ \text{Minimize } WT(A_1, A_2) = \rho L \left( 2\sqrt{2}A_1 + A_2 \right) \]  
(6)

\[ \text{Minimize } \delta(A_1, A_2) = \frac{LP}{EA_1} \]

\[ \text{Minimize } \delta(A_1, A_2) = \frac{LP}{E \left( A_1 + \sqrt{2}A_2 \right)} \]

such that

\[ \sigma(A_1, A_2) = \frac{P \left( 2A_1 + \sqrt{2}A_2 \right)}{\left( A_1^2 + \sqrt{2}A_1A_2 \right)} \leq [\sigma^T_i] \]
\( \sigma_2 (A_1, A_2) = \frac{P}{(A_1 + \sqrt{2}A_2)} \leq \left[ \sigma_2^c \right] \)

\( \sigma_3 (A_1, A_2) = \frac{PA_2}{(\sqrt{2}A_1^2 + 2A_1A_2)} \leq \left[ \sigma_3^c \right] \)

\( A_i^{\text{min}} \leq A_i \leq A_i^{\text{max}} \quad i = 1, 2. \)

Where applied load \( \hat{P}^w \equiv (19, 20, 21; w_p) (18, 20, 22; \eta_{\sigma_i}) (17, 20, 23; \tau_{\sigma_i}) \); material density \( \rho = 100\, \text{KN/m}^3 \); length \( L = 1\, \text{m} \); Young’s modulus \( E = 2 \times 10^8 \); \( A_i \) = Cross section of bar-1 and bar-3; \( A_i \) = Cross section of bar-2; \( \delta_u \) and \( \delta_\alpha \) are the deflection of loaded joint along \( u \) and \( v \) axes respectively.

\( \left[ \delta_1^{\text{Ta}} \right] = 20^w \equiv (19.5, 20, 20.5; w_{\sigma_1^e}) (18, 20, 21; \eta_{\sigma_1^e}) (17.5, 20, 21.5; \tau_{\sigma_1^e}) \) and

\( \left[ \delta_2^{\text{Ta}} \right] = 20^w \equiv (18.5, 20, 21; w_{\sigma_1^e}) (18, 20, 21.5; \eta_{\sigma_1^e}) (17.5, 20, 22; \tau_{\sigma_1^e}) \) are maximum allowable tensile stress for bar 1 and bar 2 respectively,

\( \left[ \delta_3^{\text{Ca}} \right] = 15^w \equiv (14, 15, 16; w_{\sigma_1^e}) (13, 15, 17; \eta_{\sigma_1^e}) (13.5, 15, 17.5; \tau_{\sigma_1^e}) \) is maximum allowable compressive stress for bar 3 where \( w_p = 0.8, w_{\sigma_1^e} = 0.7, w_{\sigma_1^e} = 0.6, w_{\sigma_1^e} = 0.9 \) are degree of aspiration level of applied load, tensile stresses and compressive stress respectively and \( \eta_p = 0.4, \eta_{\sigma_1^e} = 0.5, \eta_{\sigma_1^e} = 0.3, \eta_{\sigma_1^e} = 0.4; \)

\( \tau_p = 0.2, \tau_{\sigma_1^e} = 0.2, \tau_{\sigma_1^e} = 0.2, \tau_{\sigma_1^e} = 0.1 \) are degree of hesitancy and desperation level of applied load, tensile stresses and compressive stress respectively.

Now total integral value of membership and non-membership function are

\( \hat{P}_1 = 22.43 + 0.75\alpha; \hat{P}_2 = 19.5 + 5\beta; \hat{P}_3 = 15.5 + 15\gamma; \)

\( \delta_1^{\alpha} = 19.57 + 0.57\alpha; \delta_2^{\alpha} = 20 + 2\beta; \delta_3^{\alpha} = 17.75 + 7.5\gamma; \)

\( \delta_1^{\beta} = 19.75 + 0.42\alpha; \delta_2^{\beta} = 20.25 + 3.75\beta; \delta_3^{\beta} = 17 + 10\gamma; \)

\( \delta_1^{C} = 14.55 + 0.89\alpha; \delta_2^{C} = 14.5 + 5\beta; \delta_3^{C} = 5 + 25\gamma; \)

Using total integral values of coefficients, problem (6) can be transformed into

Minimize \( WT (A_1, A_2) = 100 \left( 2\sqrt{2}A_1 + A_2 \right) \) \( \quad \text{(7)} \)

Minimize \( \delta_u (A_1, A_2; \alpha) = \frac{(22.43 + 0.75\alpha)}{2 \times 10^8 A_1} \)

Minimize \( \delta_u (A_1, A_2; \beta) = \frac{(19.5 + 5\beta)}{2 \times 10^8 A_1} \)

Minimize \( \delta_u (A_1, A_2; \gamma) = \frac{(15.5 + 15\gamma)}{2 \times 10^8 A_1} \)
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Minimize $\delta_i (A_i, A_j; \alpha) = \frac{(22.43 + 0.75\alpha)}{(2 \times 10^8)(A_i + \sqrt{2}A_j)}$

Minimize $\delta_i (A_i, A_j; \beta) = \frac{(19.5 + 5\beta)}{(2 \times 10^8)(A_i + \sqrt{2}A_j)}$

Minimize $\delta_i (A_i, A_j; \gamma) = \frac{(15.5 + 15\gamma)}{(2 \times 10^8)(A_i + \sqrt{2}A_j)}$

such that

$\sigma_{11} (A_i, A_j; \alpha) = \frac{(22.43 + 0.75\alpha)(2A_i + \sqrt{2}A_j)}{A_i^2 + 2A_iA_j} \leq 19.57 + 0.57\alpha; \quad i = 1, 2$

$\sigma_{21} (A_i, A_j; \beta) = \frac{(19.5 + 5\beta)(2A_i + \sqrt{2}A_j)}{A_i^2 + 2A_iA_j} \leq 20 + 2\beta; \quad i = 1, 2$

$\sigma_{31} (A_i, A_j; \gamma) = \frac{(15.5 + 15\gamma)(2A_i + \sqrt{2}A_j)}{A_i^2 + 2A_iA_j} \leq 15.5 + 15\gamma; \quad i = 1, 2$

$\sigma_{12} (A_i, A_j; \alpha) = \frac{(22.43 + 0.75\alpha)}{(A_i + \sqrt{2}A_j)} \leq 19.75 + 0.42\alpha; \quad i = 1, 2$

$\sigma_{22} (A_i, A_j; \beta) = \frac{(19.5 + 5\beta)}{A_i + \sqrt{2}A_j} \leq 20.25 + 3.75\beta; \quad i = 1, 2$

$\sigma_{32} (A_i, A_j; \gamma) = \frac{(15.5 + 15\gamma)}{A_i + \sqrt{2}A_j} \leq 17 + 10\gamma; \quad i = 1, 2$

$\sigma_{13} (A_i, A_j; \alpha) = \frac{(22.43 + 0.75\alpha)}{(\sqrt{2}A_i^2 + 2A_iA_j)} \leq 19.57 + 0.57\alpha; \quad i = 1, 2$

$\sigma_{23} (A_i, A_j; \beta) = \frac{(19.5 + 5\beta)}{\sqrt{2}A_i^2 + 2A_iA_j} \leq 20 + 2\beta; \quad i = 1, 2$

$\sigma_{33} (A_i, A_j; \gamma) = \frac{(15.5 + 15\gamma)}{\sqrt{2}A_i^2 + 2A_iA_j} \leq 15.5 + 15\gamma; \quad i = 1, 2$

$A_{i\min} \leq A_i \leq A_{i\max} \quad i = 1, 2. \quad \alpha, \beta, \gamma \in [0, 1]$

According to step 2 pay-off matrix can be formulated as follows
\[
\begin{align*}
WT(A, A_1) & = \delta_x(A, A_1; \alpha) \delta_y(A, A_1; \beta) \delta_z(A, A_1; \gamma) \delta_t(A, A_1; \alpha) \delta_t(A, A_1; \beta) \delta_t(A, A_1; \gamma) \\
A^2 & = 17.16237 4.486000 1.287187 4.051560 2.419306 2.226623 2.185012 2.680513 2.185012 \\
A^3 & = 15.95051 4.135986 3.10 4.051560 1.908612 1.713182 1.678211 1.284062 1.284062 \\
A^4 & = 19.14214 4.486000 4.051560 1.908612 1.713182 1.678211 1.284062 \\
A^5 & = 19.14214 4.135986 3.10 1.908612 1.713182 1.678211 1.284062 \\
A^6 & = 19.14214 4.486000 4.051560 1.908612 1.713182 1.678211 1.284062 \\
A^7 & = 19.14214 4.135986 3.10 1.908612 1.713182 1.678211 1.284062
\end{align*}
\]

Here

\[
\begin{align*}
U^F_{WT(A, A_1)} & = U^T_{WT(A, A_1)} = 19.14214, L^F_{WT(A, A_1)} = L^T_{WT(A, A_1)} = 0, \quad \varepsilon_{WT(A, A_1)} = 5.994110 + \varepsilon_{WT(A, A_1)}; \\
L^I_{WT(A, A_1)} & = L^T_{WT(A, A_1)} = 5.994110, U^I_{WT(A, A_1)} = L^T_{WT(A, A_1)} + \varepsilon_{WT(A, A_1)} = 5.994110 + \varepsilon_{WT(A, A_1)}; \\
\psi & = 4, \theta_{WT(A, A_1)} = 6, \quad \theta_{WT(A, A_1)} = 6.
\end{align*}
\]

such that \(0 < \varepsilon_{WT(A, A_1)} < 5.994110\).

\[
\begin{align*}
U^F_{\delta_1(A, A_1; \alpha)} & = U^T_{\delta_1(A, A_1; \alpha)} = 12.52100, L^F_{\delta_1(A, A_1; \alpha)} = L^T_{\delta_1(A, A_1; \alpha)} = 0, \quad \varepsilon_{\delta_1(A, A_1; \alpha)} = 4.486000 + \varepsilon_{\delta_1(A, A_1; \alpha)}; \\
L^I_{\delta_1(A, A_1; \alpha)} & = L^T_{\delta_1(A, A_1; \alpha)} = 4.486000, U^I_{\delta_1(A, A_1; \alpha)} = L^T_{\delta_1(A, A_1; \alpha)} + \varepsilon_{\delta_1(A, A_1; \alpha)} = 4.486000 + \varepsilon_{\delta_1(A, A_1; \alpha)}; \\
\psi & = 4, \theta_{\delta_1(A, A_1; \alpha)} = 6, \quad \theta_{\delta_1(A, A_1; \alpha)} = 6.
\end{align*}
\]

such that \(0 < \varepsilon_{\delta_1(A, A_1; \alpha)} < 4.486000\).

\[
\begin{align*}
U^F_{\delta_1(A, A_1; \beta)} & = U^T_{\delta_1(A, A_1; \beta)} = 12.23464, L^F_{\delta_1(A, A_1; \beta)} = L^T_{\delta_1(A, A_1; \beta)} + \varepsilon_{\delta_1(A, A_1; \beta)} = 3.90 + \varepsilon_{\delta_1(A, A_1; \beta)}; \\
L^I_{\delta_1(A, A_1; \beta)} & = L^T_{\delta_1(A, A_1; \beta)} = 3.90, U^I_{\delta_1(A, A_1; \beta)} = L^T_{\delta_1(A, A_1; \beta)} + \varepsilon_{\delta_1(A, A_1; \beta)} = 3.90 + \varepsilon_{\delta_1(A, A_1; \beta)}; \\
\psi & = 4, \theta_{\delta_1(A, A_1; \beta)} = 6, \quad \theta_{\delta_1(A, A_1; \beta)} = 6.
\end{align*}
\]

such that \(0 < \varepsilon_{\delta_1(A, A_1; \beta)} < 4.486000\).

\[
\begin{align*}
U^F_{\delta_1(A, A_1; \gamma)} & = U^T_{\delta_1(A, A_1; \gamma)} = 12.15401, L^F_{\delta_1(A, A_1; \gamma)} = L^T_{\delta_1(A, A_1; \gamma)} + \varepsilon_{\delta_1(A, A_1; \gamma)} = 3.1 + \varepsilon_{\delta_1(A, A_1; \gamma)}; \\
L^I_{\delta_1(A, A_1; \gamma)} & = L^T_{\delta_1(A, A_1; \gamma)} = 3.10, U^I_{\delta_1(A, A_1; \gamma)} = L^T_{\delta_1(A, A_1; \gamma)} + \varepsilon_{\delta_1(A, A_1; \gamma)} = 3.10 + \varepsilon_{\delta_1(A, A_1; \gamma)}; \\
\psi & = 4, \theta_{\delta_1(A, A_1; \gamma)} = 6, \quad \theta_{\delta_1(A, A_1; \gamma)} = 6.
\end{align*}
\]

such that \(0 < \varepsilon_{\delta_1(A, A_1; \gamma)} < 3.15401\).

\[
\begin{align*}
U^F_{\delta_1(A, A_1; \alpha)} & = U^T_{\delta_1(A, A_1; \alpha)} = 7.229002, L^F_{\delta_1(A, A_1; \alpha)} = L^T_{\delta_1(A, A_1; \alpha)} + \varepsilon_{\delta_1(A, A_1; \alpha)} = 1.858162 + \varepsilon_{\delta_1(A, A_1; \alpha)}; \\
\psi & = 4, \theta_{\delta_1(A, A_1; \alpha)} = 6, \quad \theta_{\delta_1(A, A_1; \alpha)} = 6.
\end{align*}
\]
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\[ L_{\delta_{(A_1, A_2)}} = L_{\delta_{(A_1, A_2)}}^T = 1.858162, U_{\delta_{(A_1, A_2)}} = U_{\delta_{(A_1, A_2)}}^T = \xi_{\delta_{(A_1, A_2)}} + 1.858162 + \xi_{\delta_{(A_1, A_2)}} \]
such that \( 0 < \xi_{\delta_{(A_1, A_2)}} + \xi_{\delta_{(A_1, A_2)}} < (7.229002 - 1.858162) \)

\[ \psi = 4, \theta_{\delta_{(A_1, A_2)}} = \frac{6}{U_{\delta_{(A_1, A_2)}} - L_{\delta_{(A_1, A_2)}}}, \theta_{\delta_{(A_1, A_2)}} = \frac{6}{U_{\delta_{(A_1, A_2)}} - L_{\delta_{(A_1, A_2)}}} \]

\[ U_{\delta_{(A_1, A_2)}}^T = U_{\delta_{(A_1, A_2)}}^T = 7.063671, L_{\delta_{(A_1, A_2)}}^T = L_{\delta_{(A_1, A_2)}}^T + \xi_{\delta_{(A_1, A_2)}} + 1.615433 + \xi_{\delta_{(A_1, A_2)}} \]

\[ L_{\delta_{(A_1, A_2)}}^T = L_{\delta_{(A_1, A_2)}}^T = 1.615433, U_{\delta_{(A_1, A_2)}}^T = U_{\delta_{(A_1, A_2)}}^T + \xi_{\delta_{(A_1, A_2)}} = 1.615433 + \xi_{\delta_{(A_1, A_2)}} \]
such that \( 0 < \xi_{\delta_{(A_1, A_2)}} + \xi_{\delta_{(A_1, A_2)}} < (7.063671 - 1.615433) \)

\[ \psi = 4, \theta_{\delta_{(A_1, A_2)}} = \frac{6}{U_{\delta_{(A_1, A_2)}} - L_{\delta_{(A_1, A_2)}}}, \theta_{\delta_{(A_1, A_2)}} = \frac{6}{U_{\delta_{(A_1, A_2)}} - L_{\delta_{(A_1, A_2)}}} \]

\[ U_{\delta_{(A_1, A_2)}}^T = U_{\delta_{(A_1, A_2)}}^T = 7.07121, L_{\delta_{(A_1, A_2)}}^T = L_{\delta_{(A_1, A_2)}}^T + \xi_{\delta_{(A_1, A_2)}} + 1.284062 + \xi_{\delta_{(A_1, A_2)}} \]

\[ L_{\delta_{(A_1, A_2)}}^T = L_{\delta_{(A_1, A_2)}}^T = 1.284062, U_{\delta_{(A_1, A_2)}}^T = U_{\delta_{(A_1, A_2)}}^T + \xi_{\delta_{(A_1, A_2)}} = 1.284062 + \xi_{\delta_{(A_1, A_2)}} \]
such that \( 0 < \xi_{\delta_{(A_1, A_2)}} + \xi_{\delta_{(A_1, A_2)}} < (7.07121 - 1.284062) \)

\[ \psi = 4, \theta_{\delta_{(A_1, A_2)}} = \frac{6}{U_{\delta_{(A_1, A_2)}} - L_{\delta_{(A_1, A_2)}}}, \theta_{\delta_{(A_1, A_2)}} = \frac{6}{U_{\delta_{(A_1, A_2)}} - L_{\delta_{(A_1, A_2)}}} \]

Here nonlinear truth, indeterminacy and falsity membership function of objectives
\[ \text{WT} \left( A_1, A_2 \right), \ \delta_u \left( A_1, A_2; \alpha \right), \ \delta_u \left( A_1, A_2; \beta \right), \ \delta_u \left( A_1, A_2; \gamma \right) \text{ and } \delta_e \left( A_1, A_2; \alpha \right), \ \delta_e \left( A_1, A_2; \beta \right), \ \delta_e \left( A_1, A_2; \gamma \right) \text{ are defined for } T = 2 \text{ as follows} \]

\[ T_{\text{WT}(A_1, A_2)} \left( \text{WT} \left( A_1, A_2 \right) \right) = \begin{cases} 1 & \text{if } \text{WT} \left( A_1, A_2 \right) \leq 5.994110 \\ 1 - \exp \left\{-4 \left( \frac{19.14214 - \text{WT} \left( A_1, A_2 \right)}{19.14214 - 5.994110} \right) \right\} & \text{if } 5.994110 \leq \text{WT} \left( A_1, A_2 \right) \leq 19.14214 \\ 0 & \text{if } \text{WT} \left( A_1, A_2 \right) \geq 19.14214 \end{cases} \]

\[ I_{\text{WT}(A_1, A_2)} \left( \text{WT} \left( A_1, A_2 \right) \right) = \begin{cases} 1 & \text{if } \text{WT} \left( A_1, A_2 \right) \leq 5.994110 + \xi_{\text{WT}(A_1, A_2)} \\ \exp \left\{ \frac{19.14214 - \text{WT} \left( A_1, A_2 \right)}{19.14214 - \left( 5.994110 + \xi_{\text{WT}(A_1, A_2)} \right)} \right\} & \text{if } 5.994110 + \xi_{\text{WT}(A_1, A_2)} \leq \text{WT} \left( A_1, A_2 \right) \leq 19.14214 \\ 0 & \text{if } \text{WT} \left( A_1, A_2 \right) \geq 19.14214 \end{cases} \]
\[
F_{\theta (A; A)}(\theta (A; A)) = \begin{cases} 
0 & \text{if } WT(A; A) \leq 5.994110 + \epsilon_{\theta (A; A)} \\
\frac{1}{2} + \frac{1}{2} \tanh \left[ \left( \frac{WT(A; A) - 19.14214 + 5.994110 + \epsilon_{\theta (A; A)}}{2} \right) \theta_{\theta (A; A)} \right] & \text{if } 5.994110 + \epsilon_{\theta (A; A)} < WT(A; A) \leq 19.14214 \\
1 & \text{if } WT(A; A) \geq 19.14214
\end{cases}
\]

\[
T_{\theta (A; A)}(\theta (A; A)) = \begin{cases} 
1 - \exp \left\{ -4 \left( \frac{12.52100 - \delta_{\theta (A; A)}}{12.52100 - 4.48600} \right) \right\} & \text{if } 4.48600 \leq \delta_{\theta (A; A)} \leq 12.52100 \\
0 & \text{if } \delta_{\theta (A; A)} > 12.52100
\end{cases}
\]

\[
I_{\theta (A; A)}(\delta_{\theta (A; A)}) = \begin{cases} 
\exp \left\{ \frac{12.52100 - \delta_{\theta (A; A)}}{12.52100 - (4.48600 + \xi_{\delta_{\theta (A; A)}})} \right\} & \text{if } 4.48600 + \xi_{\delta_{\theta (A; A)}} \leq \delta_{\theta (A; A)} \leq 12.52100 \\
0 & \text{if } \delta_{\theta (A; A)} > 12.52100
\end{cases}
\]

\[
F_{\theta (A; A)}(\delta_{\theta (A; A)}) = \begin{cases} 
0 & \text{if } \delta_{\theta (A; A)} \leq 4.48600 + \epsilon_{\delta_{\theta (A; A)}} \\
\frac{1}{2} + \frac{1}{2} \tanh \left[ \left( \delta_{\theta (A; A)} - \frac{12.52100 + 4.48600 + \epsilon_{\delta_{\theta (A; A)}}}{2} \right) \theta_{\delta_{\theta (A; A)}} \right] & \text{if } 4.48600 + \epsilon_{\delta_{\theta (A; A)}} < \delta_{\theta (A; A)} \leq 12.52100 \\
1 & \text{if } \delta_{\theta (A; A)} \geq 12.52100
\end{cases}
\]

\[
T_{\theta (A; A)}(\delta_{\theta (A; A)}) = \begin{cases} 
1 - \exp \left\{ -4 \left( \frac{12.23464 - \delta_{\theta (A; A)}}{12.23464 - 3.90} \right) \right\} & \text{if } 3.90 \leq \delta_{\theta (A; A)} \leq 12.23464 \\
0 & \text{if } \delta_{\theta (A; A)} > 12.23464
\end{cases}
\]
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\[ I_{\delta_{(A, A; \beta)}}(\delta_u(A, A; \beta)) = \begin{cases} 
1 & \text{if } \delta_u(A, A; \beta) \leq 3.90 + \xi_{\delta_{(A, A; \beta)}} \\
\exp \left\{ \frac{12.23464 - \delta_u(A, A; \beta)}{12.23464 - \left(3.90 + \xi_{\delta_{(A, A; \beta)}}\right)} \right\} & \text{if } 3.90 + \xi_{\delta_{(A, A; \beta)}} \leq \delta_u(A, A; \beta) \leq 12.23464 \\
0 & \text{if } \delta_u(A, A; \beta) \geq 12.23464 
\end{cases} \]

\[ F_{\delta_{(A, A; \beta)}}(\delta_u(A, A; \beta)) = \begin{cases} 
0 & \text{if } \delta_u(A, A; \beta) \leq 3.90 + \epsilon_{\delta_{(A, A; \beta)}} \\
\frac{1}{2} + \frac{1}{2} \tanh \left\{ \delta_u(A, A; \beta) - \frac{12.23464 + 3.90 + \epsilon_{\delta_{(A, A; \beta)}}}{2} \right\} \theta_{\delta_{(A, A; \beta)}} & \text{if } 3.90 + \epsilon_{\delta_{(A, A; \beta)}} \leq \delta_u(A, A; \beta) \leq 12.23464 \\
1 & \text{if } \delta_u(A, A; \beta) \geq 12.23464 
\end{cases} \]

and

\[ T_{\delta_{(A, A; \gamma)}}(\delta_u(A, A; \gamma)) = \begin{cases} 
1 & \text{if } \delta_u(A, A; \gamma) \leq 3.10 \\
1 - \exp \left\{-4 \left( \frac{12.5401 - \delta_u(A, A; \gamma)}{12.5401 - 3.10} \right) \right\} & \text{if } 3.10 \leq \delta_u(A, A; \gamma) \leq 12.5401 \\
0 & \text{if } \delta_u(A, A; \gamma) \geq 3.10 
\end{cases} \]

\[ I_{\delta_{(A, A; \gamma)}}(\delta_u(A, A; \gamma)) = \begin{cases} 
1 & \text{if } \delta_u(A, A; \gamma) \leq 3.10 + \xi_{\delta_{(A, A; \gamma)}} \\
\exp \left\{ \frac{12.5401 - \delta_u(A, A; \gamma)}{12.5401 - \left(3.10 + \xi_{\delta_{(A, A; \gamma)}}\right)} \right\} & \text{if } 3.10 + \xi_{\delta_{(A, A; \gamma)}} \leq \delta_u(A, A; \gamma) \leq 12.5401 \\
0 & \text{if } \delta_u(A, A; \gamma) \geq 12.5401 
\end{cases} \]
\[
F_{\delta}(A_1, A_2; \gamma) =\begin{cases} 
0 & \text{if } \delta(A_1, A_2; \gamma) \leq 3.10 + \varepsilon_{\delta}(A_1, A_2; \gamma) \\
\frac{1}{2} + \frac{1}{2} \tanh \left[ \frac{\delta(A_1, A_2; \gamma) - \frac{1.51401}{2} \theta_{\delta}(A_1, A_2; \gamma)}{2} \right] & \text{if } 3.10 + \varepsilon_{\delta}(A_1, A_2; \gamma) \leq \delta(A_1, A_2; \gamma) \leq 12.15401 \\
1 & \text{if } \delta(A_1, A_2; \gamma) \geq 12.15401
\end{cases}
\]

\[
T_{\delta}(A_1, A_2; \alpha) =\begin{cases} 
1 & \text{if } \delta(A_1, A_2; \alpha) \leq 1.858162 + \xi_{\delta}(A_1, A_2; \alpha) \\
\exp \left[ \frac{7.229002 - \delta(A_1, A_2; \alpha)}{7.229002 - 1.858162 + \xi_{\delta}(A_1, A_2; \alpha)} \right] & \text{if } 1.858162 + \xi_{\delta}(A_1, A_2; \alpha) \leq \delta(A_1, A_2; \alpha) \leq 7.229002 \\
0 & \text{if } \delta(A_1, A_2; \alpha) \geq 7.229002
\end{cases}
\]

\[
I_{\delta}(A_1, A_2; \alpha) =\begin{cases} 
1 & \text{if } \delta(A_1, A_2; \alpha) \leq 1.858162 + \xi_{\delta}(A_1, A_2; \alpha) \\
\exp \left[ \frac{7.229002 - \delta(A_1, A_2; \alpha)}{7.229002 - 1.858162 + \xi_{\delta}(A_1, A_2; \alpha)} \right] & \text{if } 1.858162 + \xi_{\delta}(A_1, A_2; \alpha) \leq \delta(A_1, A_2; \alpha) \leq 7.229002 \\
0 & \text{if } \delta(A_1, A_2; \alpha) \geq 7.229002
\end{cases}
\]

\[
F_{\delta}(A_1, A_2; \alpha) =\begin{cases} 
0 & \text{if } \delta(A_1, A_2; \alpha) \leq 1.858162 + \varepsilon_{\delta}(A_1, A_2; \alpha) \\
\frac{1}{2} + \frac{1}{2} \tanh \left[ \frac{\delta(A_1, A_2; \alpha) - \frac{1.51401}{2} \theta_{\delta}(A_1, A_2; \alpha)}{2} \right] & \text{if } 1.858162 + \varepsilon_{\delta}(A_1, A_2; \alpha) \leq \delta(A_1, A_2; \alpha) \leq 7.229002 \\
1 & \text{if } \delta(A_1, A_2; \alpha) \geq 7.229002
\end{cases}
\]

\[
T_{\delta}(A_1, A_2; \beta) =\begin{cases} 
1 & \text{if } \delta(A_1, A_2; \beta) \leq 1.615433 \\
\exp \left[ -4 \left( \frac{6.26371 - \delta(A_1, A_2; \beta)}{6.26371 - 1.615433} \right) \right] & \text{if } 1.615433 \leq \delta(A_1, A_2; \beta) \leq 6.26371 \\
0 & \text{if } \delta(A_1, A_2; \beta) \geq 6.26371
\end{cases}
\]
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\[ I_{\delta_i(A_1,A_2;\beta)}(\delta_i(A_1,A_2;\beta)) = \begin{cases} 
1 & \text{if } \delta_i(A_1,A_2;\beta) \leq 1.615433 + \xi_{\delta_i(A_1,A_2;\beta)} \\
\exp \left( \frac{7.063671 - \delta_i(A_1,A_2;\beta)}{7.063671 - (1.615433 + \xi_{\delta_i(A_1,A_2;\beta)})} \right) & \text{if } 1.615433 + \xi_{\delta_i(A_1,A_2;\beta)} \leq \delta_i(A_1,A_2;\beta) \leq 7.063671 \\\n0 & \text{if } \delta_i(A_1,A_2;\beta) \geq 7.063671 
\end{cases} \]

\[ F_{\delta_i(A_1,A_2;\beta)}(\delta_i(A_1,A_2;\beta)) = \begin{cases} 
1 & \text{if } \delta_i(A_1,A_2;\beta) \leq 1.615433 + \epsilon_{\delta_i(A_1,A_2;\beta)} \\
\frac{1}{2} + \frac{1}{2} \tanh \left( \frac{\delta_i(A_1,A_2;\beta) - 7.063671 + 1.615433 + \epsilon_{\delta_i(A_1,A_2;\beta)}}{2} \right) \theta_{\delta_i(A_1,A_2;\beta)} & \text{if } 1.615433 + \epsilon_{\delta_i(A_1,A_2;\beta)} \leq \delta_i(A_1,A_2;\beta) \leq 7.063671 \\
0 & \text{if } \delta_i(A_1,A_2;\beta) \geq 7.063671 
\end{cases} \]

\[ T_{\delta_i(A_1,A_2;\gamma)}(\delta_i(A_1,A_2;\gamma)) = \begin{cases} 
1 & \text{if } \delta_i(A_1,A_2;\gamma) \leq 1.284062 \\
1 - \exp \left( -\frac{7.07121 - \delta_i(A_1,A_2;\gamma)}{7.07121 - 1.284062} \right) & \text{if } 1.284062 \leq \delta_i(A_1,A_2;\gamma) \leq 7.07121 \\
0 & \text{if } \delta_i(A_1,A_2;\gamma) \geq 1.284062 
\end{cases} \]

\[ I_{\delta_i(A_1,A_2;\gamma)}(\delta_i(A_1,A_2;\gamma)) = \begin{cases} 
1 & \text{if } \delta_i(A_1,A_2;\gamma) \leq 1.284062 + \xi_{\delta_i(A_1,A_2;\gamma)} \\
\exp \left( \frac{7.07121 - \delta_i(A_1,A_2;\gamma)}{7.07121 - (1.284062 + \xi_{\delta_i(A_1,A_2;\gamma)})} \right) & \text{if } 1.284062 + \xi_{\delta_i(A_1,A_2;\gamma)} \leq \delta_i(A_1,A_2;\gamma) \leq 7.07121 \\
0 & \text{if } \delta_i(A_1,A_2;\gamma) \geq 7.07121 
\end{cases} \]

\[ F_{\delta_i(A_1,A_2;\gamma)}(\delta_i(A_1,A_2;\gamma)) = \begin{cases} 
1 & \text{if } \delta_i(A_1,A_2;\gamma) \leq 1.284062 + \epsilon_{\delta_i(A_1,A_2;\gamma)} \\
\frac{1}{2} + \frac{1}{2} \tanh \left( \frac{\delta_i(A_1,A_2;\gamma) - 7.07121 + 1.284062 + \epsilon_{\delta_i(A_1,A_2;\gamma)}}{2} \right) \theta_{\delta_i(A_1,A_2;\beta)} & \text{if } 1.284062 + \epsilon_{\delta_i(A_1,A_2;\gamma)} \leq \delta_i(A_1,A_2;\gamma) \leq 7.07121 \\
0 & \text{if } \delta_i(A_1,A_2;\gamma) \geq 7.07121 
\end{cases} \]

Using fuzzy, Intuitionistic, Neutrosophic Probabilistic Operator for truth; truth, falsity and truth, indeterminacy, falsity membership function respectively the optimal results of model (6) can be obtained and is given in table 2.
Table 2. Optimal weight and deflection for $\varepsilon_{\delta(4,4;i,\alpha)}$ $\xi_{\delta(4,4;i,\alpha)} = 1.3$;

\[
\varepsilon_{\delta(4,4;i,\alpha)} \cdot \xi_{\delta(4,4;i,\alpha)} = 0.8; \quad \varepsilon_{\delta(4,4;i,\beta)} \cdot \xi_{\delta(4,4;i,\beta)} = 0.83; \quad \varepsilon_{\delta(4,4;i,\gamma)} \cdot \xi_{\delta(4,4;i,\gamma)} = 0.9;
\]

\[
\varepsilon_{\delta(4,4;i,\alpha)} \cdot \xi_{\delta(4,4;i,\alpha)} = 0.53; \quad \varepsilon_{\delta(4,4;i,\beta)} \cdot \xi_{\delta(4,4;i,\beta)} = 0.54; \quad \varepsilon_{\delta(4,4;i,\gamma)} \cdot \xi_{\delta(4,4;i,\gamma)} = 0.57;
\]

<table>
<thead>
<tr>
<th>Method</th>
<th>$A_1^0 \times 10^{-4} m^2$</th>
<th>$A_2^0 \times 10^{-2} m^2$</th>
<th>$WT^0 \times 10^2 KN$</th>
<th>$\delta_u^0 \times 10^{-7} m$</th>
<th>$\delta_v^0 \times 10^{-7} m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy Max-Min Operator</td>
<td>2.425445</td>
<td>1.568392</td>
<td>8.428587</td>
<td>0.5830738</td>
<td>0.3045585</td>
</tr>
<tr>
<td>Fuzzy Probabilistic Operator</td>
<td>2.299305</td>
<td>4.006269</td>
<td>10.50968</td>
<td>8.698282</td>
<td>2.510978</td>
</tr>
<tr>
<td>Intuitionistic Probabilistic Operator</td>
<td>1.495007</td>
<td>2.604875</td>
<td>6.833394</td>
<td>13.37785</td>
<td>3.861852</td>
</tr>
<tr>
<td>Neutrosophic Probabilistic Operator</td>
<td>4.903401</td>
<td>4.807390</td>
<td>18.67630</td>
<td>4.078801</td>
<td>1.709098</td>
</tr>
</tbody>
</table>

From the table 2, we may arrive to the conclusion that the weight is minimized when we have solved the model in intuitionistic optimization technique. As an explanation we can say in intuitionistic optimization we usually minimize non-membership functions and maximize membership functions simultaneously. So it gives better result compare to fuzzy optimization where we only consider membership function for minimization. But as degree of acceptance is partially included in hesitancy and we minimize it in neutrosophic optimization it has given higher value than the result obtained in intuitionistic optimization.

7. CONCLUSIONS

In this paper, we have proposed a method to solve multi-objective structural model in neutrosophic environment. Here generalized neutrosophic number has been considered for applied load and stress parameter. The said model is solved by neutrosophic probabilistic operator and result is compared with fuzzy as well as intuitionistic probabilistic operator. The weight of the truss is more optimized by intuitionistic optimization technique. The main advantage of the described method is that it allows us to overcome the actual limitations in a problem where impreciseness of supplied data are involved during the specification of the objectives. This approximation method can be applied to optimize different models in various fields of engineering and sciences.
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APPENDIX

Consider the three-bar truss shown in fig-1. The bar have Young’s modulus $E$ and the lengths are $l_1 = l_2 = l_3 = L$. The design variables are cross-sectional areas $A_1, A_2$ and $A_3$. But we assume that $A_1 = A_3$. Weight of the structure is $WT = \rho l_1 A_1 + \rho l_2 A_2 + \rho l_3 A_3 = \rho L (2\sqrt{2}A_1 + A_2)$, where $\rho$ is the material density of each bar. The equilibrium equation is found by cutting out the free node as shown in fig-1. The equilibrium equations in the direction x- and y- directions become in matrix form

$$\begin{bmatrix} P_x \\ P_y \end{bmatrix} = \begin{bmatrix} \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\ 1 & 1 & 1 \end{bmatrix} \begin{bmatrix} N_1 \\ N_2 \\ N_3 \end{bmatrix}$$

i.e $F = B^T N$. Where $F$ represents the column matrix of external load, $N$ represents the column matrix of member’s forces, $B^T$ represents the diagonal matrix of member of stiffness. We cannot obtain bar forces from equilibrium equations alone since the number of bars exceeds the number of degree-of-freedom. In order to find the bar forces, or, rather, that appear in the constraints, we need to make use of Hook’s law and geometry conditions. The extension of each bar corresponding to length and force are given in table 1.

### Table 1. Extension of Bars

<table>
<thead>
<tr>
<th>Bar</th>
<th>Length</th>
<th>Force</th>
<th>Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bar1</td>
<td>$l_1 = \sqrt{2}L$</td>
<td>$N_1$</td>
<td>$e_1 = \frac{N_1\sqrt{2}L}{A_1E}$</td>
</tr>
<tr>
<td>Bar2</td>
<td>$l_2 = L$</td>
<td>$N_2$</td>
<td>$e_2 = \frac{N_2L}{A_2E}$</td>
</tr>
<tr>
<td>Bar3</td>
<td>$l_3 = \sqrt{2}L$</td>
<td>$N_3$</td>
<td>$e_3 = \frac{N_3\sqrt{2}L}{A_3E}$</td>
</tr>
</tbody>
</table>

we have $N_i = \frac{EA_i}{l_i}$, $i = 1, 2, 3$

$$\begin{bmatrix} N_1 \\ N_2 \\ N_3 \end{bmatrix} = E \begin{bmatrix} \frac{e_1A_1}{2L} & \frac{e_1A_1}{\sqrt{2}} & \frac{e_1A_1}{2L} \\ \frac{e_2A_2}{L} & \frac{e_2A_2}{\sqrt{2}} & \frac{e_2A_2}{L} \\ \frac{e_3A_3}{2L} & \frac{e_3A_3}{\sqrt{2}} & \frac{e_3A_3}{2L} \end{bmatrix} \begin{bmatrix} \frac{A_1}{\sqrt{2}} \\ 0 \\ \frac{A_2}{\sqrt{2}} \end{bmatrix} = E \begin{bmatrix} 0 & 0 \\ 0 & A_2 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} e_1 \\ e_2 \\ e_3 \end{bmatrix}$$
We write these equations for all three bars in matrix form as \( \mathbf{N} = \mathbf{D} \mathbf{e} \), where

\[
\mathbf{D} = \frac{E}{L} \begin{bmatrix} \frac{A_1}{\sqrt{2}} & 0 & 0 \\ 0 & A_2 & 0 \\ 0 & 0 & \frac{A_3}{\sqrt{2}} \end{bmatrix}, \mathbf{N} = \begin{bmatrix} N_1 \\ N_2 \\ N_3 \end{bmatrix}, \mathbf{e} = \begin{bmatrix} e_1 \\ e_2 \\ e_3 \end{bmatrix}
\]

The compatibility equations relate the member displacement \( \mathbf{e} \) to the nodal displacement \( \mathbf{r} \) by \( \mathbf{e} = \mathbf{B} \mathbf{r} \), the bar forces are obtained as \( \mathbf{N} = \mathbf{D} \mathbf{B} \mathbf{r} \), \( s \). The equilibrium equation \( N_i = \frac{EA_i e_i}{I_i} \), \( i = 1, 2, 3 \) becomes \( \mathbf{F}^T = \mathbf{B}^T \mathbf{N} = \mathbf{B}^T \mathbf{D} \mathbf{B} \mathbf{r} = \mathbf{K} \mathbf{r} \) where \( \mathbf{K} = \mathbf{B}^T \mathbf{D} \mathbf{B} \) is global stiffness matrix of the truss, which is

\[
\mathbf{K} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \frac{A_1}{\sqrt{2}} & 0 & 0 \\ 0 & \frac{A_2}{\sqrt{2}} & 0 \\ 0 & 0 & \frac{A_3}{\sqrt{2}} \end{bmatrix} \begin{bmatrix} \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

\[
= \frac{E}{L} \begin{bmatrix} \frac{A_1}{\sqrt{2}} & -\frac{A_3}{2} \\ -\frac{A_3}{2} & \frac{A_3}{\sqrt{2}} + A_3 \end{bmatrix}
\]

Thus we obtain the displacement of free node as \( \mathbf{r} = \mathbf{K}^{-1} \mathbf{F} \)

\[
\begin{bmatrix} r_1 \\ r_2 \end{bmatrix} = \frac{2L}{EA_i (A_i + \sqrt{2}A_2)} \begin{bmatrix} A_1 \sqrt{2} + A_2 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} P_x \\ P_y \end{bmatrix} = \frac{\sqrt{2}LP_x}{EA_i} \begin{bmatrix} \frac{A_1}{\sqrt{2}} \sqrt{2}LP_y \end{bmatrix}
\]

i.e the horizontal deflection of loaded joint is \( r_1 = \frac{\sqrt{2}LP_x}{EA_i} \)

the vertical deflection of loaded joint is \( r_2 = \frac{\sqrt{2}LP_y}{EA_i (A_i + \sqrt{2}A_2)} \)

so stresses may be written as \( \sigma = \mathbf{A} \mathbf{N} = \mathbf{AD} \mathbf{B} \mathbf{r} \) where \( \mathbf{A} = \begin{bmatrix} \frac{1}{A_i} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \frac{1}{A_i} \end{bmatrix} \)
The tensile stress of bar 1 is \( \sigma_1 = \frac{1}{\sqrt{2}} \left( \frac{P_x}{A_1} + \frac{P_y}{(A_1 + \sqrt{2}A_2)} \right) \).

The tensile stress of bar 2 is \( \sigma_2 = \frac{\sqrt{2}P_y}{(A_1 + \sqrt{2}A_2)} \).

The compressive stress of bar 3 is \( \sigma_3 = \frac{1}{\sqrt{2}} \left( -\frac{P_x}{A_1} + \frac{P_y}{(A_1 + \sqrt{2}A_2)} \right) \).

Considering \( P_x = P \cos \theta \) and \( P_y = P \sin \theta \) assuming \( \theta = 45^\circ \) multi-objective structural design problem, the diagram of which is presented by Fig. 1 can be formulated as

\[
\text{Minimize } WT(A_1, A_2) = \rho L \left( 2\sqrt{2}A_1 + A_2 \right)
\]

\[
\text{Minimize } \delta_s(A_1, A_2) = \frac{LP}{EA_1}
\]
Minimize \( \delta_i(A_1, A_2) = \frac{LP}{E\left(A_i + \sqrt{2}A_2\right)} \)

such that

\[
\sigma_1(A_1, A_2) = \frac{P(2A_1 + \sqrt{2}A_2)}{(A_1^2 + \sqrt{2}A_1A_2)} \leq \left[ \sigma_i^T \right]
\]

\[
\sigma_2(A_1, A_2) = \frac{P}{(A_1 + \sqrt{2}A_2)} \leq \left[ \sigma_i^T \right]
\]

\[
\sigma_3(A_1, A_2) = \frac{PA_2}{(\sqrt{2}A_1^2 + 2A_1A_2)} \leq \left[ \sigma_i^C \right]
\]

\( A_i^{\min} \leq A_i \leq A_i^{\max} \quad i = 1, 2. \)