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Abstract
Extracting and detecting normal/anomaly patterns from the massive amount of online data are gaining more attention in the world of Big Data Analysis. Last two decades, researchers proposed a number of searching algorithms for pattern matching from large volume of data. Most of these algorithms are based on string matching concept. In this paper, we have made a survey of string matching algorithms for pattern matching in protein sequence. The exact string matching algorithms are taken for this survey. And only protein sequence datasets are considered for experiment evaluation.
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I. INTRODUCTION
String matching is a process of finding a particular string pattern from a large volume of text. String matching detects a particular string pattern from the stored data. Nowadays, most of the applications are using string matching concept for data retrieval or pattern matching from massive amount of data. Formal definition is given below,

Definition 1: Let $\Sigma$ be an alphabet (finite set). Formally, both the pattern and searched text are vectors of elements of $\Sigma$. The pattern is a combination of alphabets from the $\Sigma$. 

and the searching pattern from $\Sigma = \{A, \ldots, Z|a, \ldots, z|0, \ldots, 9\}$. Other applications may use \textit{binary alphabet} ($\Sigma = \{0,1\}$) or \textit{DNA alphabet} ($\Sigma = \{A,C,G,T\}$) in bioinformatics.

\textit{Definition 2:} Find one, or more generally, all the occurrences of a pattern $x = [x_0x_1x_2 \ldots x_{m-1}]$; $x_i \in \Sigma$; $i = 0,1,2, \ldots m - 1$, in a text of $y = [y_0y_1y_2 \ldots y_{n-1}]$; $y_j \in \Sigma$; $j = 0,1,2, \ldots n - 1$

There are two techniques of string matching ,

1) Exact String Matching : For given two strings T and P and wants to find all substrings of T that are equal to P. Formally, it calculates all indices $i$ such that $T[i + s] = P[s]$ for each $0 \leq s \leq |P| - 1$. The following algorithms are used to find the exact substring matching, Needleman Wunsch (NW) [16], Smith Waterman(SW) [15], Knuth Morris Pratt (KMP) [7], Dynamic Programming, Boyer Moore Horspool (BMH) [13].

2) Approximate String Matching: Approximate string matching (fuzzy string searching) is the technique of finding strings that match a pattern approximately (rather than exactly). The problem of approximate string matching is typically divided into two sub-problems: finding approximate substring matches inside a given string and finding dictionary strings that match the pattern approximately (Fuzzy string searching, Rabin Karp, Brute Force).

Various string matching algorithms were proposed by the researchers over the period of time for solving the string matching problems. The following algorithms are widely used in various string matching applications, wide window pattern matching, approximate string matching, polymorphic string matching, string matching with minimum mismatches, prefix matching, suffix matching, similarity measure, longest common subsequence (dynamic programming algorithm), BMH, Brute Force, KMP, Quick search, Rabin Karp [12].

We have used Gene Database for analyzing the similarity measurements by using various kinds of string matching algorithms such as Boyer Moore (BM) algorithm [13], NW algorithm, SW algorithm, Hamming Distance, Levenshtein Distance, Aho-Corasick (AC) algorithm [12], KMP algorithm, Rabin Karp algorithm [14], CommentZ-walter (CZW) algorithm. We have compared the proposed two methods with these algorithms.

The remaining sections are organized as follows; section 2 provides a survey on basic string matching algorithms with applications. Section 3 provides detailed view about the proposed two string matching algorithms with examples. In section 4, we have provided the result and discussion for the proposed algorithm with related string matching algorithm. Section 5 gives the conclusion with remarks.

\textbf{II. RELATED WORK}

In this section, we have given an extensive survey of exact string matching/searching algorithms with simple explanations, outline of algorithm and time complexity. The string searching methods are classified into two main groups as mentioned early, exact
string matching and approximate string matching. Here we have considered only the exact string matching algorithms.

**Brute Force algorithm**

The brute force string matching algorithm is a classical matching scheme and this algorithm requires no preprocessing phase. The brute force algorithm consists in checking, at all positions in the text between 0 and \(n-m\), whether an occurrence of the pattern starts there or not. The extracted patterns are compared one by one character. The searching window is shifted exactly one position from right to left. The searching may start from any order (left to right/right to left). The searching phase time complexity is \(O(mn)\) and minimum \(2n\) expected text character comparisons. This following algorithm illustrates the steps in brute force algorithm,

```
Brute_Force (String Text[], String Pattern[], int m, int n)
For j = 0 to n – m
Begin
    For i = 0 to m – 1
    Begin
        If Text[j + i] == Pattern[i]
            Continue;
        Else Break;
        return i;
    End
    return 0
End
```

*Figure 1: Brute Force String matching algorithm*

**Deterministic Finite Automaton algorithm [17]**

The basic principle behind this method is to search the given pattern by using finite state automaton. Each character from the pattern has a state and each match sends the automaton into a new state. If all the characters in the pattern have been matched then the automaton enters the accepting state. Otherwise, the automaton will return to a suitable state according to the current state and the input character such that this returned state reflects the maximum advantage we can take from the previous matching. This algorithm takes \(O(n)\) time since each character is examined once. The finite automaton based string matching technique is very efficient and it examines each character in the text exactly once and reports all the valid shifts in \(O(n)\) time.
FINITE-AUTOMATON-MATCHER\((Text, \delta,m)\)

1. \(n \leftarrow \text{length}[\text{Text}]\)
2. \(q \leftarrow 0\)
3. For \(i \leftarrow 1\) to \(n\)
4. do
5. \(q \leftarrow \delta(q,\text{Text}[i])\)
6. If \(q == m\) then
   7. print "Pattern occurs with shift \(i - m\)"

Figure 2: Finite-Automation String Matching Algorithm

Karp-Rabin algorithm [14]

Hashing provides a simple method to avoid a quadratic number of character comparisons in most practical situations. Rabin-Karp string searching algorithm calculates a numerical (hash) value for the pattern \(p\), and for each \(m\)-character substring of text \(t\). Then it compares the numerical values instead of comparing the actual symbols. If any match is found, it compares the pattern with the substring by naive approach. Otherwise it shifts to next substring of \(t\) to compare with \(p\). This algorithm illustrate the basic steps in the Karp-Rabin algorithm. The time complexity for the Karp-Rabin algorithm is \(O(n + m)\)

\[
\text{Rabin-Karp (String Text[], String pattern[])}
\]

\[
\text{Hash}_{\text{pattern}} = \text{HASH}([\text{pattern}])
\]

For \(i \leftarrow 1\) to \(n - m + 1\)

\[
\text{hs} = \text{HASH}(\text{Text}[\ldots i + m - 1])
\]

If (\(\text{hs} == \text{Hash}_{\text{pattern}}\))

If (\(\text{Text}[\ldots i + m - 1] == \text{pattern}[1 \ldots m]\))

return \(i\)

return not found

Figure 3: Karp-Rabin String Matching Algorithm

Morris-Pratt algorithm [18]

Knuth, Morris and Pratt discovered first linear time string-matching algorithm by analysis of the naïve algorithm. It keeps the information that naïve approach exhausted gathered during the scan of the text. This method avoids this exhaust of information and it achieves a running time of \(O(m + n)\). The implementation of Knuth-Morris-Pratt algorithm [7] is efficient because it minimizes the total number of comparisons of the pattern against the input string
Morris_Pratt (String Text [ ], String pattern [ ])

1. \( n \leftarrow \text{length}[\text{Text}] \)
2. \( m \leftarrow \text{length}[\text{pattern}] \)
3. \( a \leftarrow \text{Compute Prefix function} \)
4. \( q \leftarrow 0 \)
5. \textbf{For} \( i \leftarrow 0 \) \textbf{to} \( n \) \textbf{do}
6. \textbf{While} \( (q > 0 \text{ and pattern}[q + 1], \text{Text}[i]) \) \textbf{do}
7. \( q \leftarrow a[q] \)
8. \textbf{If} \( \text{pattern}[q + 1] == S[i] \) \textbf{then}
9. \( q \leftarrow q + 1 \)
10. \textbf{End If}
11. \textbf{If} \( q == m \) \textbf{then}
12. \( q \leftarrow a[q] \)
13. \textbf{End If}
14. \textbf{End While}
15. \textbf{End For}

\textbf{Figure 4:} Morris-Pratt String Matching Algorithm

\textbf{Colussi algorithm [19]}

Colussi string matching algorithm is a refined form of the Knuth, Morris and Pratt string matching algorithm. This algorithm partitions the set of pattern positions into two disjoint subsets and the positions in the first set are scanned from left to right and when no mismatch occurs the positions of the second subset are scanned from right to left. The preprocessing phase needs \( O(m) \) time complexity and space complexity and searching phase in \( O(n) \) time complexity. The Colussi string matching algorithm takes \( \frac{3}{2}n \) text character comparisons in the worst case.

\textbf{Boyer-Moore algorithm [13]}

The Boyer-Moore algorithm is considered as the most efficient string-matching algorithm in usual applications. A simplified version of this algorithm is implemented in text editors for the searching and substitution of words in the text. This algorithm scans the characters of the pattern from right to left beginning with the rightmost one. In case of a mismatch (or a complete match of the whole pattern) it uses two precomputed functions to shift the window to the right. These two shift functions are called the \textit{good-suffix shift} (also called matching shift) and the \textit{bad-character shift} (also called the occurrence shift).

The preprocessing phase needs \( O(m + n) \) time and space complexity and the searching phase needs in \( O(mn) \) time complexity. This algorithm needs \( 3n \) text character comparisons in the worst case when searching for a non periodic pattern.
Boyer_Moore (String Text [ ], String pattern [ ])

1. \( i \leftarrow m - 1 \)
2. \( j \leftarrow n - 1 \)
3. Repeat
4. If \((\text{pattern}[j] == \text{Text}[i])\) then
5. \( i \leftarrow i - 1 \)
6. \( j \leftarrow j - 1 \)
7. Else
8. \( i \leftarrow i - 1 \)
9. \( j \leftarrow j - 1 \)
10. Else
11. \( i \leftarrow i + m - \text{Min}(j, 1 + \text{last}[T[i]]) \)
12. \( j \leftarrow m - 1 \)
13. Until \( i > n - 1 \)
14. return "no match"

**Figure 5**: Boyer-Moore String Matching Algorithm

**Turbo-BM algorithm [20]**

The Turbo-BM algorithm is a version of the Boyer-Moore algorithm. It needs no extra preprocessing and requires only a constant extra space with respect to the original Boyer-Moore algorithm. It consists in remembering the factor of the text that matched a suffix of the pattern during the last attempt (and only if a good-suffix shift was performed). This method has two advantages, it is possible to jump over this factor and it can enable to perform a turbo-shift.

**Tuned Boyer-Moore Algorithm [21]**

The Tuned Boyer-Moore is a simplified version of the Boyer-Moore algorithm which is very fast in practice. The most costly part of a string-matching algorithm is to check whether the character of the pattern match the character of the window. To avoid doing this part too often, it is possible to unrolled several shifts before actually comparing the characters. The comparisons between pattern and text characters during each attempt can be done in any order. This algorithm has a quadratic worst-case time complexity but a very good practical behavior. This algorithm requires \(O(mn)\) for the searching phase time complexity.

**Reverse Colussi algorithm [22]**

The Reverse Colussi string matching algorithm is a refined algorithm of the Boyer-Moore string matching algorithm. This algorithm partitions the set of pattern positions into two disjoint subsets and the character comparisons are done using a specific order given by a table. The preprocessing phase requires \(O(m^2)\) time and searching phase
Apostolico-Giancarlo algorithm [23]

The Boyer-Moore string matching algorithm is difficult to analyze because after each attempt it forgets all the characters it has already matched. Apostolico and Giancarlo designed an algorithm which remembers the length of the longest suffix of the pattern ending at the right position of the window at the end of each attempt. This information is stored in a table \( \text{skip} \).

Let us assume that during an attempt at a position less than \( j \) the algorithm has matched a suffix of \( x \) of length \( k \) at position \( i + j \) with \( 0 < i < m \) then \( \text{skip}[i + j] \) is equal to \( k \).

Let \( \text{suff}[i] \), for \( 0 \leq i < m \) be equal to the length of the longest suffix of \( x \) ending at the position \( i \) in \( x \).

The complexity in space and time of the preprocessing phase of the Apostolico-Giancarlo algorithm is \( O(m + n) \) same as the Boyer-Moore algorithm. During the search phase only the last \( m \) information of the table \( \text{skip} \) are needed at each attempt so the size of the table \( \text{skip} \) can be reduced to \( O(m) \). The Apostolico-Giancarlo algorithm performs in the worst case at most \( O(\sqrt{2}n) \) text character comparisons.

Smith-Waterman algorithm [15]

This algorithm computes the shift with the text character just next the rightmost text character of the window gives sometimes shorter shift than using the rightmost text character of the window. Smith takes the maximum between the two values. The preprocessing phase of the Smith algorithm consists in computing the bad-character shift function (Boyer-Moore algorithm) and the Quick Search bad-character shift function (Quick Search algorithm). The preprocessing phase requires \( O(m + \sigma) \) time and \( O(\sigma) \) space complexity. The searching phase of the Smith algorithm has a quadratic worst case time complexity.

Needleman–Wunsch algorithm [16]

The Needleman-Wunsch string matching algorithm essentially divides a large problem (e.g. the full sequence) into a series of smaller problems and uses the solutions to the smaller problems to reconstruct a solution to the larger problem. It is also sometimes referred to as the optimal matching algorithm and the global alignment technique. This works under the principle of dynamic programming. The Needleman–Wunsch algorithm is still widely used for optimal global alignment, particularly when the quality of the global alignment is of the utmost importance. The processing time for searching a pattern from the given text is \( O(mn) \).
Raita algorithm [24]
Raita designed an algorithm, it first compares the last character of the pattern with the rightmost text character of the window and if they match it then compares the first character of the pattern with the leftmost text character of the window, if they match it then compares the middle character of the pattern with the middle text character of the window. And finally if they match it actually compares the other characters from the second to the last but one, possibly comparing again the middle character.

Raita observed that this algorithm works well in practice when searching patterns in English texts. Smith made some more experiments and concluded that this phenomenon may rather be due to compiler effects.

The preprocessing phase of the Raita algorithm consists of computing the bad-character shift function (Boyer-Moore). It can be done in $O(m + n)$ time and $O(n)$ space complexity. The searching phase of the Raita algorithm has a quadratic worst case time complexity.

Reverse Factor algorithm [25]
The smallest suffix automaton of a word $w$ is a Deterministic Finite Automaton $S(w) = (Q, q_0, T, E)$. The language accepted by $S(w)$ is $(S(w)) = \{u \in \Sigma^* \text{exists } v \text{in } \Sigma^* \text{such that } w = vu\}$. The preprocessing phase of the Reverse Factor algorithm consists in computing the smallest suffix automaton for the reverse pattern $x^R$. It is linear in time and space in the length of the pattern.

During the searching phase, the Reverse Factor algorithm parses the characters of the window from right to left with the automaton $S(x^R)$, starting with state $q_0$. It goes until there is no more transition defined for the current character of the window from the current state of the automaton. At this moment it is easy to know what is the length of the longest prefix of the pattern which has been matched: it corresponds to the length of the path taken in $S(x^R)$ from the start state $q_0$ to the last final state encountered. Knowing the length of this longest prefix, it is trivial to compute the right shift to perform. The Reverse Factor algorithm has a quadratic worst case time complexity but it is optimal in average. It performs $O(n, \frac{\log_\sigma(m)}{m})$ inspections of text characters on the average reaching the best bound.

Berry-Ravindran algorithm [26]
Berry and Ravindran designed an algorithm which performs the shifts by considering the bad-character shift (Boyer-Moore algorithm) for the two consecutive text characters immediately to the right of the window.

The preprocessing phase of the algorithm consists in computing for each pair of characters $(a, b)$ with $a, b \in \Sigma$ the rightmost occurrence of $ab$ in $axb$. For $a, b \in \Sigma$
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\[ \text{brBc} [a, b] = \text{Min} \left\{ \begin{array}{ll}
1 & \text{if } x[m - 1] = a \\
m - i + 1 & \text{if } x[i]x[i + 1] = b \\
m + 1 & \text{if } x[0] = b \\
m + 2 & \text{otherwise}
\end{array} \right\} \]

The preprocessing phase requires \( O(m + \sigma^2) \) space and time complexity. The searching phase of the Berry-Ravindran algorithm has a \( O(mn) \) time complexity.

**Aho–Corasick algorithm [12]**

It is a kind of dictionary-matching algorithm that locates elements of a finite set of strings (the “dictionary”) within an input text. It matches all strings simultaneously. The complexity of the algorithm is linear in the length of the strings plus the length of the searched text plus the number of output matches.

**Alpha Skip Search algorithm [27]**

The preprocessing phase of the Alpha Skip Search algorithm consists of building a tree \( \text{Text}(x) \) of all the factors of the length \( l = \log \sigma m \) occurring in the word \( x \). The leaves of \( \text{Text}(x) \) represent all the factors of length \( l \) of \( x \). There is then one bucket for each leaf of \( \text{Text}(x) \) in which is stored the list of positions where the factor, associated to the leaf, occurs in \( x \).

The worst case time of this preprocessing phase is linear if the alphabet size is considered to be a constant. The searching phase consists in looking into the buckets of the text factors \( y[j \ldots j + l - 1] \forall j = k.(m - l + 1) - 1 \) with the integer \( k \) in the interval \([1, \left\lfloor \frac{n - l}{m} \right\rfloor] \). The worst case time complexity of the searching phase is quadratic but the expected number of text character comparisons is \( O(\log \sigma (m) \cdot \left( \frac{n}{m - \log \sigma (m)} \right) \).

This algorithm requires preprocessing phase \( O(m) \) time and space complexity and searching phase in \( O(mn) \) time complexity.

**III. RESULT AND DISCUSSIONS**

We have used Gene dataset for experimental analysis. The gene database file is created from Genbank Accession No: JN222368 which belongs to Marine sponge. The size of the gene database is 3481 characters. In the testing environment, we have considered the searching pattern size as 34 characters for gene database. The following table and figure provides the accuracy and execution time comparison,
Table 1: Proposed algorithm Accuracy for string matching with related algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Preprocessing</th>
<th>String Matching</th>
<th>Accuracy</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brute Force</td>
<td>Not Applicable</td>
<td>O(mn)</td>
<td>66.7%</td>
<td>≈ 85ms</td>
</tr>
<tr>
<td>Deterministic Finite Automaton</td>
<td>O(mk)</td>
<td>O(n)</td>
<td>72%</td>
<td>≈ 65ms</td>
</tr>
<tr>
<td>Rabin-Karp</td>
<td>O(n)</td>
<td>O(mn)</td>
<td>70%</td>
<td>≈ 72ms</td>
</tr>
<tr>
<td>Morris-Pratt</td>
<td>O(m)</td>
<td>O(n + m)</td>
<td>65%</td>
<td>≈ 68ms</td>
</tr>
<tr>
<td>Colussi</td>
<td>O(m)</td>
<td>O(n)</td>
<td>74%</td>
<td>≈ 58ms</td>
</tr>
<tr>
<td>Boyer-Moore</td>
<td>O(m + n)</td>
<td>O(mn)</td>
<td>83%</td>
<td>≈ 84ms</td>
</tr>
<tr>
<td>Turbo-BM</td>
<td>O(m + n)</td>
<td>O(mn)</td>
<td>82.52%</td>
<td>≈ 86ms</td>
</tr>
<tr>
<td>Tuned Boyer-Moore</td>
<td>O(m + n)</td>
<td>O(mn)</td>
<td>82.1%</td>
<td>≈ 88ms</td>
</tr>
<tr>
<td>Reverse Colussi</td>
<td>O(m²)</td>
<td>O(n)</td>
<td>79%</td>
<td>≈ 57ms</td>
</tr>
<tr>
<td>Apostolico-Giancarlo</td>
<td>O(m + n)</td>
<td>O(n)</td>
<td>74%</td>
<td>≈ 61ms</td>
</tr>
<tr>
<td>Smith-Waterman</td>
<td>O(m + n)</td>
<td>O(mn)</td>
<td>71.4%</td>
<td>≈ 81ms</td>
</tr>
<tr>
<td>Needleman–Wunsch</td>
<td>Not Applicable</td>
<td>O(mn)</td>
<td>60%</td>
<td>≈ 85ms</td>
</tr>
<tr>
<td>Raita</td>
<td>O(m + n)</td>
<td>O(mn)</td>
<td>76%</td>
<td>≈ 82ms</td>
</tr>
<tr>
<td>Reverse Factor</td>
<td>O(m)</td>
<td>O(mn)</td>
<td>75.4%</td>
<td>≈ 82ms</td>
</tr>
<tr>
<td>Berry-Ravindran</td>
<td>O(m + n²)</td>
<td>O(m + n)</td>
<td>77%</td>
<td>≈ 74ms</td>
</tr>
<tr>
<td>Aho–Corasick</td>
<td>O(m + n)</td>
<td>O(m + n)</td>
<td>79.7%</td>
<td>≈ 70ms</td>
</tr>
<tr>
<td>Alpha Skip Search</td>
<td>O(m)</td>
<td>O(mn)</td>
<td>78.5%</td>
<td>≈ 83ms</td>
</tr>
</tbody>
</table>
Figure 1: Accuracy comparison of String matching algorithms for Gene Dataset

Figure 2: Execution time comparison of String matching algorithms for Gene Dataset
IV. CONCLUSION

String matching algorithms are the most important research area in the field of content retrieval and pattern searching. Most of the string matching algorithms are designed for specific applications and the accuracy differs based on the dataset. In this paper, we have made an extensive survey of exact string matching algorithms and basic working principles. We have taken 18 different string matching algorithms for comparison. We have considered the Gene Dataset for the experiment evaluation with 3481 characters and the searching pattern size is same for all the related algorithms. Boyer-Moore [13] string matching algorithm provides an accuracy of 83% and the execution time is $\approx 84ms$. Reverse Colussi [22] string matching algorithm provides an accuracy of 79% and the execution time is $\approx 57ms$. In future, researcher have a scope in the field of designing an efficient algorithm for string matching/searching algorithm for Gene Dataset, to reduce the execution time and to increase the accuracy.
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