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Abstract

The signature of a person is an important biometric attribute of a human being which can be used to authenticate human identity. Various complex methodologies in the past have been proposed for signature verification through feature extraction. This paper presents a new hybrid algorithm for signature verification which incorporates feed forward training of parameters derived through feature extraction. It results in a much efficient algorithm which is yet simpler to operate from user’s perspective. The method presented in this paper consists of image prepossessing, geometric feature extraction, neural network training with extracted features and verification. The Off-line Signature Recognition and Verification is implemented using MATLAB.

Abbreviations:
1. NN: Neural Network
2. HSV: Handwriting signature verification

1. INTRODUCTION

Signature is a special case of a person’s handwriting. Although the biometrics of a person should not be duplicable but unfortunately it is possible to forge a biometric sample that can be accepted by the biometric system as a true sample. Therefore comes the need for a system to detect forgeries (if any) that are made to the original signature.

The various approaches for signature verification differ in the features that are extracted, the training method and the model used for classification and verification.

The various approaches used are:-
1. Hidden Markov Model
2. Neural Networks Approach
3. Template Matching Approach
4. Statistical Approach
5. Support Vector Machines

The model used for developing the said system is divided into 5 stages:
1. The signatures from various users were collected and a forgery database was created.
2. Pre-processing to prepare the image for feature extraction (like background removal etc.) was applied to all the images.
3. Features were extracted from these samples.
4. These features as input, a neural network was trained by the Levenberg-Marquardt backpropagation algorithm, to differentiate between the original and the forged signature. 5. Finally the trained network was fed with the test data for verification.

2. SIGNATURE RECOGNITION PROCESS
Biometric security is a computerized method of verifying a person’s identity based on his/her body and/or physical attributes. Various forms of biometric security exist including fingerprinting, iris recognition [10], speech recognition [17], heart sound recognition [7], and keystroke recognition [12]. However, the longest standing and most natural method for verifying one’s identity is through the use of a handwritten signature. Handwritten Signature Verification (HSV) is an automated method of verifying a signature by capturing features about a signature’s shape (i.e., static features) and the characteristics of how the person signs his/her name in real-time (i.e., dynamic features). Neural networks extract a feature set representing the signature (details like length, height, duration, etc.), with several samples from different signers. Also Neural Network can learn the relationship between a signature and its class (either “genuine” or “forgery”). Once this relationship has been learned, the network can be presented with test signatures that can be classified as belonging to a particular signer. NNs therefore are highly suited to modeling global aspects of handwritten signatures. Concentrated efforts at applying NNs to HSV have been undertaken for over a decade with varying degrees of success (e.g., see [9], [16]).

2.1 Types of Signature Verification: Based on the definitions of signature, it can lead to two different approaches of signature verification:-

2.1.1 Off-Line or Static Signature Verification Technique:
This approach is based on static characteristics of the signature which are invariant [6]. In this sense signature verification, becomes a typical pattern recognition task knowing that variations in signature pattern are inevitable; the task of signature authentication can be narrowed to drawing the threshold of the range of genuine variation. In the offline signature verification techniques, images of the signatures written on a paper are obtained using a scanner or a camera
2.1.2 On-line or Dynamic Signature Verification Technique:
This is the second type of signature verification technique. This approach is based on
dynamic characteristics of the process of signing. This verification uses signatures
that are captured by pressure sensitive tablets that extract dynamic properties of a
signature in addition to its shape. Dynamic features include the number of order of the
strokes, the overall speed of the signature and the pen pressure at each point that make
the signature more unique and more difficult to forge. [4].
In this paper we use offline mode of signature verification.

3. METHODOLOGY AND ALGORITHM
In this section, block diagram of system is discussed. Fig. 1 gives the block diagram
of proposed signature verification system which verifies the authenticity of given
signature of a person. The design of a system is divided into two stages:
1. Training stage
2. Testing stage

3.1 Pre-processing
The pre processing step is applied both in training and testing phases. Signatures are
scanned in gray. The purpose in this phase is to make signature standard and ready for
feature extraction. The pre-processing stage improves quality of the image and makes
it suitable for feature extraction [11]. The prepossessing stage includes

3.1.1 Converting image to binary:
A gray scale signature image is converted to binary to make feature extraction
simpler.

3.1.2 Image resizing
The signatures obtained from signatory are in different sizes so, to bring them in
standard size, resizing is performed, which will bring the signatures to standard size
256*256.

3.1.3 Thinning
Thinning makes the extracted features invariant to image characteristics like quality
of pen and paper. Thinning means reducing binary objects or shapes to strokes that
are single pixel wide.

3.1.4 Bounding box of the signature:
In the signature image, construct a rectangle encompassing the signature. This reduces
the area of the signature to be used for further processing and saves time.

3.2 Feature Extraction
The choice of a powerful set of features is crucial in signature verification systems.
The features that are extracted in this phase are used to create a feature vector. A
feature vector of dimension 24 has been used to uniquely characterize a candidate
signature. These features are extracted as follows:

3.2.1 Center of mass
Split the signature image in two equal parts and find center of mass for individual parts.

3.2.2 Normalized area of signature
It is the ratio of area of signature image to the area of signature enclosed in a bounding box. Area of a signature is the number of pixels comprising it. Normalized area = Signature Area / Area enclosed in a bounding box. (Eq(1))

3.2.3 Aspect Ratio
It is the ratio of width of signature image to the height of the image. This is done because width or height of person’s signature may vary but its ratio remains approximately equal. Aspect Ratio = width of signature in a bounding box / Height of signature in a bounding box (Eq. (2))

3.2.4 Wrinkleless
It is the total number of black pixels available in the image after all the pre-processing has been done. Since the pixel count parameter is a unique value, we use this property of handwritings to distinguish between genuine and forged signature.

3.3 Training a neural network
Extracted feature points are collected in a database. These normalized features are applied as input to the neural network. The detailed explanation of this is in the next part.

3.4 Verification.
In the verification stage, a signature to be tested is pre-processed and feature extraction is performed on pre-processed test signature to obtain feature. After normalizing a feature vector it is fed to the trained neural network which will classify a signature as a genuine or forged.
Figure 1: Verification of System

4. RECOGNITION USING NEURAL NETWORK

Plots:

Performance Plot:
Plot `perform(TR)` plots the training, validation, and test performances given the training record `TR` returned by the function `train`. 
Figure 2: Performance Plot

Figure 3: Regression Plot
5. RESULT AND DISCUSSION
For training and testing of the system many signatures are used. The results given in this paper are obtained by creating a database of many genuine signatures of different people and then one forged specimen for each. The results provided in this research used a total of 200 signatures. Those 200 signatures are comprised of 20 sets (i.e. from 20 different people). To train the system, a subset of this database was taken comprising of 10 genuine samples taken from each of the 20 different individuals and 20 forgeries made by different person for one signature. The features extracted from 20 genuine signatures and 20 forged signatures for each person were used to train a neural network. The architecture of neural network used has input layer, hidden layer and output layer [13]. Number of neurons in the input layer are 6, 6 neurons in the hidden layer and one neuron in the output layer. After applying a feature vector of test signature if the output neuron generates value close to +1 test signature is declared as genuine or if it generates value close to -1, depending upon the error generated throughout the process.

5.1 Training State Plot:

![Training State Plot Display](image)

Figure 4: Training State Plot Display Output Comparison for Forged/authentic sign.
6. CONCLUSION AND FUTURE SCOPE

This paper presents a method of handwritten signature verification using neural network approach. The method uses features extracted from preprocessed signature images. The extracted features are used to train a neural network using error back propagation training algorithm. The network could classify all genuine and forged signatures correctly. When the network was presented with signature samples from database different than the ones used in training phase, out of 200 such signatures (150 genuine and 50 forged) it could recognize 148 signatures correctly. Hence, the correct classification rate of the system is 82.66% in generalization. Our recognition system exhibited 100% success rate by identifying correctly all the signatures that it was trained for. However, it exhibited poor performance when it was presented with signatures that it was not trained for earlier. We did not consider this a “high risk” case because recognition step is always followed by verification step and these kinds of false positives can be easily caught by the verification system. Generally the failure to recognize/verify a signature was due to poor image quality and high similarity between 2 signatures. Recognition and verification ability of the system can be increased by using additional features in the input data set. This study aims to reduce to a minimum the cases of forgery in business transaction.
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