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Abstract 

 

An interest for presenting this paper rose because of massive increase 

information with a very high dimensional from different sources in this era of 

globalization. Data are produced continuously and are unstructured (1). This 

paper is confined to literature review search for big data issue and challenges 

of several scopes in data. It brings a detailed discussion on the problem on 

these data and analysis done using the effective multivariate statistical tool 

namely clustering analysis technique as a data reduction technique. It is used 

as a base for discussion for existing challenge of multi-dimensionalities of 

data. The findings indicated that, the world is noisy due to massive flow of 

information continuously. Findings revealed that data emanating from face 

book, you tube and twitter can be used to predict the epidemic of influenza 

and even market trend (2 and 3). With face book data is used to predict the 

people`s interest. However, data from different sources have been proved to 

be useful in decision making efficiently and effectively for public as well as 

private sector. Cluster analysis technique sorts data/alike things into groups, to 

see if there a high natural degree association among members of the same 

group and low between members of different groups. Finally, this technique 

has proved failure to handle such heap of data with varied sources. With 

regards to data stored, it remains to be a challenge in terms of analysis among 

researchers and scientists. Therefore, it calls for advanced statistical software 

to cater for such an existing challenges. 
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1. 0 Introduction 

Basically, there are huge quantities of data generated from the various sources which 
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are on various format either in structure or unstructured form. With such type of data 

are stored in databases. Thus, it becomes too tedious to dig out, alter and load (4). 

Now days the term Big Data is used nearly anywhere. The term coined by Roger 

Magoulas from O’Reilly media in 2005. It refers to a wide range of large data sets 

which almost impossible to handle and process using traditional data management 

tools because of size and their complexity. Big Data can be seen in various field of 

study, these include finance and business where huge amount of stock exchange are 

done, banking, online purchasing data flows through computerized systems. Data are 

captured and stored for inventory monitoring as well as behavior for customer and 

market. It can also be seen in the life sciences where big sets of data are stored every 

day. Also clinical data and patient data are continuously tracked. 

Currently, a business world is facing a challenge in handling volume of information. 

Data are increasing in terms of volume and complexity. These data are tracked from 

both online and offline sources whose form is structured, semi-structured and 

unstructured as well. These enormous data are very high in terms of scope such that 

its analysis remains to be extremely tedious among researchers and scientists. Data 

are produced continuously and unstructured (1). Ultimately, it calls for new technique 

for handling and analyzing big data in real time. Before an invention in technology, 

organizations faced no such a challenge because data were structured. Statistical 

analysis was performed by using traditional data mining techniques. 

How can we analyse these enormous data? This is question of interest. This calls for 

scientific and effective statistical analytical tool for finding insights on relationship 

between these unstructured features, looking for homogeneity among groups of data 

because diverse scope. The data are being aggregated from multiple sources at a time 

from different technologies. This ultimately creates heavy costs in terms 

computational. The issue of heterogeneity, statistical biasness and trials variability are 

still inevitable since data are collected data from various sources. 

 

1.1 Objective of the study 

This paper aimed at answering the following major purposes: 

i. To assess the usefulness of big data (massive data) despite of its complexity in 

terms of analysis 

ii. To assess the problem of big data and usefulness cluster analysis as analytic 

tool 

 

1. 2 The scope of the study 

Basically, this paper is confined to literature review search for big data issue from 

different scholarly work and how cluster analytic tool has been addressed effectively 

to the problem of multidimensional in data. 

 

1. 3 Literature review on big data 

Big data refers to a datasets which are very complex in nature. It is large in size as 

well as too tiresome in terms of storage, management and analysis. It is perceived in 

terms of largest (terabytes to exabytes that is 1 terabyte =1. 0 × 10
-6

 exabytes). Data 

are complex (ranging from sensor to social media) (5). Therefore, it requires an 
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advanced technology to be handled such immense information. It is argued that data 

are said to be big if possesses three important things, namely volume, varieties and 

velocity. They are produced in large quantities, more quickly with maximum speed, 

consists of varieties in format of either structured or unstructured. Volume does not 

just mean terabytes or petabytes, it also refers to number of files, records and 

transaction. The figure 01, indicates three (Vs) that constitute a big data (6). 

 

 
 

Figure 01: Three (3Vs) of Big Data 

 

 

It should be understood that, a world is full of all popular social sites relying on Big 

Data only and its productivity undergone with the help of business advisory services. 

Each business advisory service keeps on fighting to provide a valuable solution to the 

association and organizing their data precisely. This is done by the help of human as 

well as technologies (scientific software tools). It is very crucial to manage this data 

to be able to make proper decisions. Management of this massive information requires 

people, process and technologies to ensure a realized accuracy and value from such 

complex data. Big Data analytics refers to the way that massive information can bring 

meaningfully results. Normally data are of varying shapes and sizes. Analytics 

provide some set of measures and tools that constantly defines and helps in organizing 

of facts to the standard manner (7). 

It is also described as the data sets that are so large and complex in terms of storage, 

management and analytic. These unstructured data are somehow different from what 

we call data mining. Since the field of big data analytics is quite new there is no 

enough scientific literature available yet to bring about a realist solution. Many 

organizations are using big data sources and integrate new approaches of data analysis 

in order achieve deeper understanding of their customers and optimization of 

customers commitment. However, the challenge remains the same since the 

information use to flow continuously (8). 

 

1. 4 Big data value chain 

Essentially, financial institutions collect plentiful data. However, they fail to use the 

meaningful on time which lead the business to look insights. Since they fail also to 

generate big data analytics and process data on real time they did not find easy to 

predict and responding to any changes the business need for opportunities. Ultimately 

business profits and opportunities and related growth were tied and slow down. This 

value chain is a foundation of big data (figure 02). 
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Figure 02: Big data value chain 

 

 

1. 5 Methodology used 

Systematic search of literature review has been done from the different perspectives 

among scholarly work. Since the massive information is characterized by the problem 

of unsupervised learning, we have to embark on trying to find a hidden structure to 

the unlabelled data. The unsupervised learning problem also encompasses many other 

techniques that seek to summarize and explain key features of the data. Regarding to 

an increase in massive data with different view it calls for application clustering 

analysis. This paper strictly provides discussion on how cluster analysis found to be 

suitable for as a big data analytic in business arena. Thus, cluster analysis refers to the 

process of separating objects based on similarities or differences. Thus objects within 

a cluster are homogenous. Clustering algorithms are categorized into two parts, 

namely hierarchical (single linkage, complete linkage and average linkage) and 

partitioning/non-hierarchical clustering (K-means). 

 

In context of cluster analysis, distance between two vectors of p-dimensional used to 

sort out objects is referred to Euclidean distance. This is applicable to hierarchical 

clustering particularly numeric data whose final results are shown by nested tree (
9
). 

That is 1 2 1 2(x , x ..., x ) and y (y , y ,..., y )T T

p px  …(1. 5. 1) 

The statistical distance (euclidean) between two observations vectors x and y is given 

by: 
2 2 2

1 1 2 2(x, y) (x y ) (x y ) ... (x y )p pd  …(1. 5. 2) 

2(x, y) (x y )i jd = (x y ) (x y)T  … (1. 5. 3) 

Since, statistical distance between to vectors can be adjusted using variance-

covariance matrix, thus equation (1. 4. 3) can be rewritten as: 
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1(x, y) (x y ) (x y)Td S   … (1. 5. 4) 

Whereby, S stands for the sample variance- covariance matrix. However for large data 

sets, the Euclidean distance is computed using computers. 

However for text/document a cosine is more commonly used to identify frequencies 

of words/terms in the document. Cosine measure refers to the algorithm which is used 

to cluster text rather than geometric figures. It is found to be more effective measure 

of similarities in analyzing and grouping text documents. This requires the use of 

directional data that deals with the direction of unit vectors (22). This takes into 

account the inner product between two document vectors emanating from the same 

source seen in figure 03. 

 

 
 

Figure 03: Angle between two vectors 

 

 

Therefore, the cosine is “1” if the angle between two vector document is zero degree 

( 0 ) and the magnitude is zero “0” otherwise. That is: 

.

cos ( , )

.

a b

ine a b

a b

 …(1. 4. 5) 

Whereby a  and b  are m- dimensional document vectors originated from the same 

source. 

Under classical methods of sorting items standard measure distance very significant. 

Clustering is very popular and found useful in field of statistics, mining and pattern 

recognition (image analysis). It can be either top down (divisive hierarchical measure 

where by clusters are formed by splitting of large clusters. Also it said to bottom up 

whereby clusters are built is such a way that merging from minor parts. However, 

clustering is very expensive items of computational as complexity (Big Data) 

increases(20). Again it should be known that the classical clustering methods also 

face with the following statistical challenges such as producing different results 

among different algorithms, size of the data set influence the statistical results, results 

depend on the nature of data sets. There is no consensus to which algorithm is 

sounding better than the other? 
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1. 5 Analysis and Discussion 

Despite the fact that there are existing of some challenges emanating from Big Data, 

yet groups such as face book, you tube and twitter are still beneficial. However 

despite they reveal number of individuals traits at time. By using these data, it is 

possible to predict influenza epidemic (2). Also a supply trend and box office 

revenues for movies can easily be predicted (3). 

Moreover, the organizations such as public or private make use of Big Data in 

decision making. As far as information technology is in terms of effectiveness and 

efficiency in production, also Big Data expect to have similar impacts in many sectors 

(10; 11; 12; 13). 

Despite those benefits revealed from Big Data, still business firms are struggling to be 

more competitive by ever-increasing an electronic promotion. New technique skills 

are required to manage and analyse data that coming continuously from several 

sources. The only way to analyse such massive online customer’s views is through 

segmentation approach. This calls for the role of “Big Data” (1). 

Segment analysis as a technique for big data analytic is very crucial. It makes easier to 

extract the sentiment-text classification in order to determine the strength of the 

consumer opinion. Hence, in this case to perform the analysis of large amount of 

unstructured textual data is possible (15). 

Again it has been articulated that in order to understand customers and optimization is 

through segmentation (14). The term refers to the process of separating the customer 

into dissimilar groups such that internally remain to be homogeneous in order to 

develop differentiated marketing strategies according to their uniqueness (16). This is 

comparable to formulating clusters in such a way that analysis of behavior or 

attributes becomes easily handled. Since Big Data is characterized by high 

dimensionality, then an effective statistical tool to address such an existing challenge 

is very substantial. Observations and critical insights are made on correlation among 

features for scientific decisions to predict the future (17). 

The question of data sets scope reduction plays a significance role in addressing the 

challenge of continuous incoming data. Reducing these volumes of data to a 

manageable size before undertaking analysis has been proved to bring the statistical 

accuracy. Therefore Big Data needs cluster analytic tool for better and easier analysis 

of such massive information since they are coming from multiples of sources, 

unstructured structured and sometimes semi- structured (18). Among of a range of 

analytical techniques that have been developed to deal with the Big Data clustering 

technique is also inclusive (19). 

 

1.4 Conclusions and Recommendations 

Big Data encompasses structured, semi-structured and unstructured information from 

demographic and psychographic information about consumers to product reviews and 

commentary; blogs, content on social media sites, data streamed from mobile devices 

sensors and even technical devices. Nowadays it is great challenge to process the 

volumes of data timely among economic services institutions. This has brought a 

continuous discussion of Big Data as a new area of research recently. One of the 

common challenges encompassing big data is high scope of data which creates some 
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sort of noise and untrue correlation in data. The dimensionalities bring a heavy 

computational challenge and heterogeneity. Due to veracity (lack of accuracy and 

reliability of data) can lead to (statistical bias, variations in statistical experiments, 

statistical analytics instability) since no accuracy in handling massive data. 

Out of big volume or huge data it is very crucial to find out a realistic analytics to be 

used to mine the information from shapeless kind of data such that can bring value to 

the existing problem. Resource persons who are practicing statistics as an engine of 

development need to find out solution for such problem. 

The traditional analytics methods are facing number of challenges as far as fast 

incoming data are concerned: firstly, former analytics are often were designed to 

analyse relatively small sample sizes whereas presently the sample size is infinitely 

large. Secondly, data storage across multiple drives is hectic since they are emanating 

from different sources. Thirdly, cost of analysis of large datasets using traditional 

techniques is too huge in terms time and memory. 

In view of traditional statistical methods facing, here are suggested recommended 

solutions: which data to save? Which one to discard? With rapids growth and updates 

of data it requires dynamic tools to analyse efficiently real time information. Also it 

requires more advanced tools able to identify useful data and discards all less 

important information. This is proposed solution for Big Data related to velocity. 

Regarding with the challenge of variety, it is recommended that an insight analysis to 

the diverse range of structured and unstructured is highly required. With the growing 

technology in this era data never stop flowing from several sources. 

There will be more data since fast and modern tools are being invented daily. More 

data is going to be produced than even there today. Now, with this continuous flow of 

information it has been documented in the literature that classical cluster analysis 

methods found not useful to bring efficient and effective management operation due 

infinitely large sample size. Thus, Hadoop Distributed File System (HDFS) is one of 

the suggested software designed to hand huge data. It consists of commands to delete 

files, change directory as well as file listing. It is possible to achieve reliability as files 

are stored in dissimilar machines (21). 
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