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Abstract

Supervised machine learning techniques are used to find consequential patterns
using ample amount of data. By using these patterns, relationship between
attributes can be established. These relationships are ultimately used to predict
the outcome of the event under study. Rainfall plays a decisive role in the
cultivation of crops. It is a fact that different crops appeal for different supply
of water for cultivation but almost all of them relates with the amount of rainfall.
Prediction of rainfall significantly contributes in the selection of crop for the
season. Also, it can be very effectual in water management for the cultivation
of crops. In this paper, a Novel rainfall prediction model based on supervised
machine learning data mining techniques have been proposed for the prediction
of rain fall. Cross validation technique is used to validate the models. This paper
includes detailed implementation of the model, performance evaluation and
comparison.

Keywords: Data mining, Artificial neural network, Bagging, Ensembles
method, cross validation, Rapid miner, Rainfall prediction, Machine learning.

I. INTRODUCTION

Rainfall is a convoluted baroscopic phenomenon that depends upon many
meteorological conditions which are bothersome to prognosticate. [1] In the total
population of farmers, more than 82% have modest or medium-sized lands and confide
in rainfall for the cultivation of crops. Different crops appeal for the different amplitude
of water and precise Rainfall prediction can be a gigantic benefaction in the decision-
making process. [2]

Accurate prediction also helps in preserving the groundwater which is used by farmers
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in the truancy of rainfall for the cultivation of formidable water-demanding crops such
as rice and sugarcane. [3]

Research in weather prediction specifically for dealing with natural hazards such as
floods and storms has been in trend for the past two decades but predictions using
complex machine learning techniques is an affair of a recent post.

In a postulated contour, there are three categories of weather forecasting models i.e.
synoptic model, statistical model, computer model. Synoptic model is a combination of
radial and postulate weather prediction methods that are used for short-term predictions.
[4] This model is being used by skilled experts since mid of 20" century. Different
types of weather maps, radars, and satellite images are premeditated by professionals
in order to bring out predictions.

The statistical model hinge on convoluted analytical equations which are ruled by the
laws of physics and driven by many scientific atmospheric phantasms. The last in the
list is computer modelling i.e. prediction using machines of high processing and storage
capacity. [5]

With the recent developments, the processing power of machines has been increased
exponentially. The storage capacity and accessing speed also increased which results
in increased performance. [6] Supervised machine learning techniques are used for the
dissection of a large quantity of data and to ascertain the relationship between different
attributes of the data set for generating the aspired prediction parameter.

In this paper, Rainfall prediction has been proposed based on the artificial neural
network which is broadly discussed in the implementation section of this paper.
Meteorological data of the past 35 years of the district Hisar of Haryana, India have
been procured from the National centres for environmental information (NCEI). [7]
NCEI accumulate daily weather data of around nine thousand stations that were situated
around the world. As per the World Weather Watch Program well regulated by the
world meteorological Organization (WMOQO), the data of all the stations is available
without any restrictions and can be used for research work.

There are in total 8600 instances in the data set having parameters as station code, Data,
Temperature, Dew point, sea level pressure, visibility, wind speed, Maximum
temperature, minimum temperature, and precipitation. A radical structure of any data
mining or knowledge discovery process embraces data cleaning, Pre-processing and
normalization, Data analysis, Evaluation of results.

Data cleaning pertain to removal of unwanted or incorrect data. Pre-processing and
normalization dethrone various types of anomalies such as outliers or redundant data
so that the model formed to analysis the data can evaluate it with commendable
accuracy and diagnosticate the stencil inside the data. Results given by the model have
been investigated by a validation method. In this research work, cross validation is used
to analyse the performance of the proposed rainfall prediction model. [8]

Data mining techniques can conventionally be divided into supervised and
unsupervised techniques. In supervised techniques the data set is divided into two parts
one is training data set which is used to train the model and other is testing data set
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which is used to validate the model but in unsupervised techniques, there is no training
data available. Supervised Data Mining techniques are used to solve classification
problems and regression problems. In classification problem, the final prediction result
is a class label on the other side the final prediction results in regression problem is a
numerical value.

In this work, artificial neural network supervised data mining techniques are used to
predict the amount of precipitation based on the other weather parameters. Ensembles
method is used to build the Rainfall prediction model having artificial neural network
as base classifier and a total of ten ANNs are amalgamated to form the framework for
high accuracy prediction.

Il. LITERATURE REVIEW

The study and analysis of existing research work related to the topic under study is very
importunate and must be pursued as essential part of research. Studying existing work
not only point out the current advancements in that field but highlight the problems
faced by the researchers and scientists in that type of research work.

K. C. Gouda et.al. [9] have proposed an approach for predictions of rainfall using
artificial neural network back propagation algorithm. The value of root mean squared
error (RMSE) of the proposed model is 0.300. In this research work, the data for
Bangalore city of India is under study and the value of rainfall predicted by the model
and value of actual rainfall of the region has been compared.

Moulana Mohammed et.al. [10] have proposed three rainfall prediction models using
multiple linear regression, Support vector regression, Lasso regression respectively.
The mean absolute error for multiple linear regression, support vector regression and
lasso regression are 10.95, 4.35 and 11.71 respectively. The SVM is stand out to be the
best in case of mean absolute error.

Deepali Patil et.al. [11] have been proposed prediction of rainfall using three supervised
machine learning techniques namely multiple linear regression, artificial neural
network and decision tree. All the three techniques have been implemented using
Python 3.7. For this research work “Austin weather data set” has been collected from
kaggle. Data set contains attributes such as temperature, humidity and rainfall etc.

I11. DATA SET OVERVIEW

According to the world weather watch program structured by world meteorological
organization (WMO). According to WMO Resolution 40(CG-XIl1), daily weather data
for around 9000 stations worldwide has been collected and shared among all countries.
This global data for all the station, is a product of different countries and is made freely
available for the intension of research and development and other non-commercial and
educational purposes. [12] The National Centers for Environmental Information
(NCEI) formally known as National climate Data Centre (NCDC) provides global
surface summary of day data (GSOD) [15]. It usually provides the current daily data in
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24 hours after the current day. There are in total 18 meteorological elements whose
values are collected and stored on daily basis which were present in the collected data

set.

DATA SET DISTRIBUTION

Figure 1: Data Set Distribution
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Table 1: Represents data utilisation for model

S.No. | Data Set Description Instances
1 Training Data Set (1988-2016) 31 years 7000
2 Testing Data Set (2017-2021) 4 years 1720

Attribute which are present is the original collected data set are as follows:

Table 2: Attributes description of Data set

S. No. Attribute Name Data Type
1 Station code (STN) Integer

2 Date (DATE) Integer

3 Temperature (TEMP) Numeric

4 Dew point (DEWP) Numeric

5 Sea level pressure (SLP) Numeric

6 Visibility (VISIB) Real
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S. No. Attribute Name Data Type
7 Wind speed (WDSP) Numeric

8 Maximum sustained wind speed (MXSPD) Numeric

9 Maximum Temperature (MAXT) Numeric
10 Minimum Temperature (MINT) Numeric
11 Precipitation Amount (PRCP) Real

I'VV. PROPOSED MODEL

In general, there are three broad categories of predicting weather attributes i.e. synoptic
modeling, statistical modelling and computer modelling which are already being
discussed in the introduction section of this paper. In this research work, computer
modelling approach is used. A novel rainfall prediction model is designed and
implemented with the help of Rapid miner data analytical tool. [13]

In the process of fabricating this model, many supervised machine learning Data mining
techniques have been critically analysed and compared on the basis of accuracy, recall,
precision, RMSE (Root mean square error). [14] The comparison of different
supervised machine learning data mining techniques have been shown in table.

These techniques have been validated on the data set using cross validation technique.
After comparison and critical analysis of the technique, it is ascertained that artificial
neural network (ANN) gives better accuracy as compared to the other techniques such
as Decision tree, K-nearest neighbour, Logistic regression, linear regression. The other
performance analysis parameter of ANN is better as compared to the other DM
techniques.

The rainfall prediction model proposed in this research work is based on artificial neural
network (ANN) and the accuracy of ANN is further improved by using ensembles
method. [15] In ensemble method, more than one prediction model is used to further
intensify the accuracy of the prediction model. Bagging and boosting are a type of
ensemble method.

Dataset D is divided into k-set of D1, D2, D3... Dk Where used for training of classifier
models M1, M2, M3... Mk respectively. [16] In ensemble method, new tuple is
classified based on combine votes of all the classified based on combine votes of all the
classifier models as shown in the given figure.

Ensemble method is far more superior to any individual classifier because it based on
voting algorithm. When a tuple is to be classified, then every classifier predict the class
label and which class label gets maximum vote is assigned to the tuple this process
majority voting same as what happens in elections. Base classifiers may misclassify the
tuple but ensemble will misclassify only when majority of the classifier misclassifies
which is very rare. [17] In this way ensembles produce better results as compared to
base classifiers. Bagging is a type of ensemble method which is used to increase the
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prediction accuracy. It is also called as bootstrap aggregation because bootstrap method
is used for sampling. Bagging can be understand in a simple way using example of a
patient and doctor. Suppose there is a patient who want to go for a diagnosis based on
his symptoms. So, instead of consulting to a single doctor he approached multiple
doctors and noted their diagnosis. After consulting a number of doctor, he takes his
treatment based on diagnosis given by majority of doctors. Also noted that value of
diagnosis of each doctor has equal value.

Bagging also works similar, in which the Data set D having d tuples sampled using
bootstrap method of “sampling with replacement”. K training sets each of having d
tuples are sampled from original set D and supplied to k classifiers such that set D1 is
supplied to M1 and D2 is supplied to M2 and so on. Bagging technique is used for the
proposed novel rainfall prediction model having artificial neural network as base
classifier. After building of each classifier (M1, M2...Mk) wherever a new tuple X is
present, each classifier predicts counts as one vote. After prediction by all classifier
models, which class label gets majority votes will be assigned to the tuple ‘X’ this called
as majority voting where vote of each classifier get equal value.

Bootstrap)
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3

Figure 2: Bagging Ensembles Method

Bootstrap

For this research work, Data set has been acquired from National centers for
environmental information (NCEI) for district Hisar of Haryana state of India having
station code: 421310. In the acquired data set, the daily summary of weather parameter
such as Temperature, Dew point, Sea level pressure, Visibility, Wind Speed, Maximum
sustained wind speed, Maximum temperature, Minimum temperature, Precipitation is
provided.
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The collected data is from the year 1988 to 2021 (35 years). It has been observed that
whenever data is collected from a secondary data source embrace absurdity due to
human interventions or some other factor. Also Data set contains missing values for
some attributes which can be happened in case of lapse in reporting of data or incorrect
measurement of attribute value.

Due to the above cited reasons it is an accustomed practice of pre-processing of
collected data in order to annihilate any possible enigma in the acquired data set.
Preprocessing and elimination of ambiguities leads to a better prediction model and
accurate results. The process used for preprocessing of the acquired data set is shown
in figure 3. In the initial phase of preprocessing the elimination of tuples or instances
having outlier or missing value for any attribute is to be found. [18]

After that identification of superfluous attribute is to be aimed. Superfluous attributes
are those attributes whose values have no significant relation with the attribute whose
value is to be prediction i.e. Precipitation in this case. For example in this data set,
station and date are two attributes which are superfluous and should be eliminated from
the data set to make prediction more accurate and significant. [19] After removal of
superfluous attribute, the attribute Precipitation (PRCP) is to be labeled as attribute
whose value is to be predicted.
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Figure 3: Pre-processing of Acquired Data Set
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Data from the year 1988 to 2016 (7000 instance) is used for conformation or training
of Novel Rainfall Prediction Model (NRPM) and data from year 2017 to 2021 (1720
instance) is used for analysis of the generated model by predicting the value of
precipitation and comparing it with the actual value of precipitation. [21]
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Figure 5: Testing of Novel - Rainfall Prediction Model (N-RPM)

In Novel Rainfall prediction model, Bagging ensemble technique is used which is also
called as bootstrap aggregation and it is already discussed in detail previously in this
section. [22]

Artificial neural network is used as base classifier after being comparing with many
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classification and regression supervised Data mining techniques such as Decision tree,
K-nearest neighbor, Linear regression, Logistic regression, Random forest etc.

The proposed model is composed of 20 artificial neural networks which are to be
trained in parallel using 20 Data sets. These data sets are generated from the training
data using sampling with replacement technique. The sample ratio for generating each
new data set is 0.5. The sample ratio specifies the fraction of instances used to create
new data set from the original supplied data set.

Every neural network is trained parallel by a unique data set with 500 training cycles.
Each neural network is trained using back propagation algorithm having learning rate
of 0.3.

Cross validation is a statistics based validation method which is used to evaluate the
performance of a machine learning model. Cross validation effectively deals with the
problem of overfitting which is generally found in predictive models. [23]

In problem of overfitting, the model during its training process acquired the knowledge
not only from the correct data but from the ambiguity and errors present in the data
which will ultimately impact the predictive performance of the model in an abrogating
manner.

All these things will barricade the prediction model and block the way towards a more
generalized model that can be applied on anew data in order to predict information with
accuracy.

In cross validation, the complete data set is divided into ‘n’ number of partitions also
called as folds. The performance of model is analyzed on each fold and the average is
considered as the final outcome of the performance analysis. In this research, the
proposed N-RPM is validated using cross validation using 10 folds. The
implementation of the cross validation is done in Rapid Miner 8.1.0 as shown in figure
8 and 9. [24]

V. RESULTS AND EXEMPLIFICATION

In this paper, a Novel-Rainfall prediction model has been proposed which is immensely
discussed in the previous section. The acquired data set contains data from 1988 to
2021(May). The data set is divided into two parts i.e. Training data (1988 to 2016) and
testing data (2017 to 2021). The Novel- Rainfall prediction model is trained using
training data. After training of the model, testing data is supplied to the model and
prediction value of precipitation is generated which is shown in figure 11. [25] The N-
RPM is validated using cross validation method shown in figure 8 and 9. The confusion
matrix formulated after the process of validation showing true positive, true negative,
false positive and false negative is shown in table 2 [26].The performance of proposed
N-RPM is evaluated on SIX parameters i.e. Accuracy, Recall, Precision, F-measure,
Specificity and RMSE [27]. The formulas for calculation of these performance
parameters are given below after the confusion matrix and the calculated values are
shown in table 3 [28].
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Table 2: Confusion matrix

Confusion Matrix Predicted Class

Actual Class False True
False 5765 (TN) 545 (FP)
True 213 (FN) 459 (TP)

Formulas for computing performance of the Proposed Model:

TP+TN
Accuracy = TPIN
. TP
Precision = m
TP
Recall = 7p ¥ FN

2 * Precision * Recall

F — Measure =
Precision + Recall

TN
Specificity, True negative rate = N

™ (Predicted; — Actual;)?
RMSE = |==L - :
j N

Table 3: Performance analysis of N-RPM with existing prediction models

S. | Performance RPM-DPS RPM- KC | RPM-MM | RPM-DP
No. | Parameters (Proposed [9] [10] [11]
Model)

1 Accuracy 89.14 85.4 84.3 81.2

2 Precision 79.87 76.2 74.3 70.1

3 Recall 71.08 69.2 68.3 65.2

4 F-measure 75.21 71.9 69.4 65.8

5 Specificity 0.964 0.897 0.854 0.836

6 RMSE 0.284 0.312 0.325 0.340
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RESULTS AND COMPARISION
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Figure 6: Results and comparison

The comparison of actual value of rainfall (in mm) and predicted value of rainfall (in

mm) predicted using Novel Rainfall prediction model along with percentage error is

shown in table 2. The average error percentage for the years (2017 to 2021) is 4.6%.
Actual value — Predicted value

E %) = x 100
rror(%) Actual value

Table 4: Comparison of Actual and predicted Rainfall of HISAR DISTRICT

Year Predicted Rainfall (in | Actual Rainfall (in | Error (%)
mm) mm)
2017 484 502 3.5%
2018 370 357 3.6 %
2019 395 415 4.8 %
2020 512 548 6.5 %
2021 681 651 4.6 %
ERROR (%) 4.6 %
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Comparison of Actual and predicted Rainfall of
HISAR DISTRICT
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As per the information given by IMD i.e. Indian meteorological department in public
domain which was published in many national level eminently reputed newspapers, the
error (%) of predictions by IMD was 7.94% for the 1995 to 2006 and after that the error
(%) of predictions by IMD declined to 5.95%. Also, from last 20 years the IMD i.e.
Indian meteorological department has predicted the southwest monsoon accurately only
once in every five years. The error percentage in predictions by Novel Rainfall
prediction model is better as compared to Indian meteorological department (IMD).

VI. CONCLUSION AND FUTURE CONFINES

In this research work, a novel- rainfall prediction model has been proposed which is
based on bagging ensemble supervised machine learning technique. Also, artificial
neural network (ANN) is used as base classifier in the model. The N-RPM broadly
discussed in the proposed model section of this paper. [29] A total of 20 artificial neural
networks are used as base classifier and trained parallel on the training data set. The
proposed model is evaluated using cross validation technique and the results are
summarized in table 3.

The N-RPM has performed rainfall prediction for the year 2017,2018,2019,2020 and
2021 with an accuracy of 89.14%. [30] Also the average error rate for five years is 4.6%
which is less than the error rate of prediction by Indian meteorological department
(IMD). The error rate of IMD is around 5.95 % as per information given in public
domain. Also from this research work it can be concluded that the N-RPM predicted
the rainfall more accurately with 1.5% less error rate then IMD. Also, artificial neural
network is selected as base classifier after comparing with many other supervised
machine learning techniques so it also concluded that ANN with bagging shows best
results for rainfall prediction as compared to other supervised machine learning
techniques.

The accuracy of N-RPM model can be improved by studying the effect of climate
change with rainfall patterns. This can be done by including the factors such as emission
of greenhouse gases, levels of carbon dioxide, carbon mono oxide and other harmful
gases in the environment. The proposed N-RPM model can be extended for the
prediction of other weather attributes such as storm prediction etc.
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