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Abstract

In this paper, a comparison for the power and efficiency of a set empirical distribution function (EDF) goodness of fit tests for the Laplace distribution is studied. Moreover, a new method to improve the power of these tests under the ranked set sampling is introduced. Using simulation, under ranked set sampling (RSS), the test are more powerful than their counterparts in simple random sampling (SRS) is shown. Also, the percentage points of these tests under the null hypotheses is obtained.
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INTRODUCTION

McIntyre (1952) introduced a new sampling scheme called the Ranked Set Sampling (RSS). The RSS gives a sample which is more informative than a simple random sample (SRS) about the population of interest. This technique can be described as follows. Select \( m \) random samples from the population of interest each of size \( m \). From the \( i^{th} \) sample detect, using a visual inspection, the \( i^{th} \) order statistic and choose it for actual quantification, say, \( Y_j, j = 1, \ldots, m \). The RSS is the set of the order statistics \( Y_1, \ldots, Y_m \). The technique could be repeated \( r \) times to get more observations. Takahasi and Wakimoto (1968) gave the theoretical setups for the RSS. They showed that the mean of an RSS is minimum variance unbiased estimator for the population mean. In fact, two factors affect the efficiency of an RSS, the set size and ranking errors. The larger the set size, the larger the efficiency of the RSS, while the larger the set size the more the difficulty in visual ranking and then the larger the ranking error (Al-Saleh and Al-Omari, 2002). For this, several authors modified the RSS to reduce the error in ranking and to make visual ranking tractable by the experiment. Muttlak (1997) introduced the Median Ranked Set Sampling (MRSS) which consists of quantifying only the median in each set. Samawi et al. (1996) investigated the Extreme Ranked Set Sample (ERSS), i.e. they quantify the small and the largest order statistics. Al-Odat and Al-Saleh (2001) introduced the concept of varied set size RSS, which is called later by moving extremes ranked set sampling (MERSS). They investigated this modification for the location-scale family and found that the procedure produces more efficient estimators for location and scale parameters. Dell and Clutter (1972) showed that the sample mean of an RSS mean remains unbiased and more efficient than the sample mean of an even if ranking is imperfect. Bhoj (1997) proposed a modification to the RSS and called it new ranked set sampling (NRSS). He used this method to estimate the location and scale parameters of the rectangular and logistic distributions. A comprehensive survey about developments in RSS can be found in Patil et al. (1994a), Sinha et al. (1996), Chen (2000), Patil (2002) and Samawi and Al-Sagheer (2001).

Stephens (1979) gave goodness of fit tests for logistic distribution based on a SRS. A comprehensive survey for goodness of fit tests based on SRS can be found in the book of Stephens (1986). Stocks and Sager (1988) studied the characterization of RSS. Also, they gave an unbiased estimator for the population distribution function based on the empirical distribution function of RSS. Then, they proposed a Kolmogorov-Smirnov goodness of fit test based on the empirical distribution function. Also they derived the null distribution of their proposed test. Ibrahim et al. (2011) introduced a new method to improve the power of the chi-square test for goodness of fit based on RSS. They used the Kullback-Leibler information measure to compare the data collected by both SRS and RSS. Also, they conducted a simulation study for the power of chi-square test of the new method. Al-Subh (2014), studied the Goodness of Fit Test for Gumbel Distribution Based on Kullback-Leibler Information using Several Different Estimators.

For many years the Laplace distribution was popular topic in probability theory due to the simplicity of its characteristic function and density, the curious phenomenon that a random variable with only slightly different characteristic function loses the simplicity of the density function and other numerous attractive probabilistic features enjoyed this distribution. It is symmetric around the location parameter and looks like the normal for the heavy tails. In this paper, we propose a method to improve the power of the empirical distribution function goodness of fit tests for Laplace distribution under the RSS.

This paper is organized as follows. In Section 2, we introduce an empirical distribution function (EDF) goodness of fit tests in SRS and RSS to improve the power of these test statistics under ERSS. We apply these test statistics for the Laplace distribution in Section 3. In Section 4, we are defined two algorithms to calculate the percentage points, the power function and the efficiency at an alternative distribution. In Section 5, a simulation study is conducted to study the
efficiency of these test statistics under ERSS with its SRS counterpart. In Section 6, we state our conclusions.

EDF GOODNESS OF FIT TESTS

Stephens (1974 and 1977) and Chandra et al. (1981) gave a practical guide to goodness of fit tests using statistics based on the empirical distribution function (EDF). He has compared the following EDF tests:

a) The Kolmogorov statistics: \( D^+, D^-, D \)
\[
D^+ = \max_{1 \leq i \leq n} \left[ \left( i/n \right) - z_i \right],
\]
\[
D^- = \max_{1 \leq i \leq n} \left[ z_i - (i-1)/n \right],
\]
\[
D = \max \left[ D^+, D^- \right].
\]

b) The Cramer-von Mises statistics: \( W^2 \)
\[
W^2 = \sum_{i=1}^{n} \left[ z_i - (2i - 1)/2n \right]^2 + (1/12n).
\]

c) The Kuiper statistic: \( V \)
\[
V = D^+ + D^-.
\]

d) The Watson statistics: \( U^2 \)
\[
U^2 = W^2 - n \left( \frac{z - 1/2}{n} \right)^2,
\]
where \( \bar{z} = \frac{1}{n} \sum_{i=1}^{n} z_i \).

e) The Anderson-Darling statistic: \( A^2 \)
\[
A^2 = -\sum_{i=1}^{n} \left[ (2i - 1) \ln z_i + \ln \left( 1 - z_{n+1-i} \right) \right]/n - n.
\]

where \( \theta \) is the location parameter and \( \sigma \) is the scale parameter, \( \sigma > 0 \), \( x \) and \( \theta \in (-\infty, \infty) \), denoted as \( X \sim l(\theta, \sigma) \).

Let \( X_1, X_2, \ldots, X_n, n = 2m - 1, m = 1, 2, \ldots \) be a random sample from the distribution function \( F(x) \). Assume that our objective is to test the statistical hypotheses
\[
H_0^*: F(x) = F_o(x) \quad \forall x, \quad \text{vs.} \quad H_1^*: F(x) \neq F_o(x)
\]
for some \( x \), where \( F_o(x) \) is a known distribution function.

It can be noted that testing the hypotheses
\[
H_0^*: F(x) = F_o(x) \quad \forall x
\]
is equivalent to testing the hypotheses
\[
H_0^*: G_i(y) = G_o(y), \quad \forall y \quad \text{vs.} \quad H_1^*: G_i(y) \neq G_o(y)
\]
for some \( y \), where \( G_i(y) \) and \( G_o(y) \) are the cdfs of the \( i^{th} \) order statistics of random samples of size \( n = 2m - 1 \) chosen from \( F(x) \) and \( F_o(x) \), respectively. According to Arnlod et al. (1992) \( G_i(y) \) and \( G_o(y) \) have the following representations:

\[
G_i(y) = \sum_{j=1}^{2m-1} \left( \frac{2m-1}{j} \right) [F(y)]^j [1 - F(y)]^{(2m-1)-j}
\]

and

\[
G_o(y) = \sum_{j=1}^{2m-1} \left( \frac{2m-1}{j} \right) [F_o(y)]^j [1 - F_o(y)]^{(2m-1)-j},
\]

respectively. For example, in case of \( m = 3, i = 1, 2 \) and \( 3 \), and the cdfs \( G_i(y) \)’s and \( G_o(y) \)’s are given by

\[
G_1(y) = 1 - [1 - F(y)]^3,
\]
\[
G_2(y) = 3F^2(y) [1 - F(y)] + F^3(y),
\]
\[
G_3(y) = 3F^2(y) - 2F^3(y),
\]

and

\[
G_1(y) = F^3(y),
\]
\[
G_2(y) = F^3(y).
\]

It is easy to show that the equation \( G_i(y) = G_o(y) \) has the unique solution \( F(x) = F_o(x) \).
If we employ the RSS to collect the data using the \( i \)th order statistic, then we may use the resulting data to build empirical distribution function goodness of fit tests for the hypotheses \( H_o^* \) vs. \( H_1^* \). Let \( Y_1, \ldots, Y_r \) be a random sample of size \( r \) selected via the \( i \)th order statistic. Let \( T \) denote a test in (1.1) and \( T^* \) denotes its counterpart in the RSS when testing \( H_o^* \) vs. \( H_1^* \) using the data \( Y_1, \ldots, Y_r \).

In this paper, we restrict our attention for the case when \( F_o(x) \), i.e., for the Laplace distribution. Moreover, we conduct a simulation study to show that the test \( T^* \) is more powerful than the test \( T \) when compared based on samples with the same size. The power of the \( T^* \) test can be calculated according to the equation

\[
\text{Power of } T^*(H) = P_{TH}(T^* > d_\alpha),
\]

(2.4)

where \( H \) is a cdf under the alternative hypothesis \( H_1^* \). Here \( d_\alpha \) is the 100\(\alpha\) percentage point of the distribution of \( H_o \). Since the behavior of RSS test statistics relative to SRS test statistics, we will calculate the efficiency of the test statistics as a ratio of powers.

\[
eff(T^*, T) = \frac{\text{power of } T^*}{\text{power of } T},
\]

(2.5)

\( T^* \) is more powerful than \( T \) if \( \eff(T^*, T) > 1 \).

TESTING FOR LAPLACE DISTRIBUTION

Let \( F_o(x), z_i = F((x_i - \theta) / \sigma) \) and \( Y_1, \ldots, Y_r \) be as in the introduction. To test the hypothesis \( H_o^* : F_o(x) = F_o(x), \forall x \), it is equivalent to test \( H_o^* : G_o(y) = G_o(y) \forall y \),

where \( F_o(x) \) defined in (2.2) and

\[
G_o(y) = \sum_{j=0}^{2m-1} \binom{2m-1}{j} F_o(y)^j (1-F_o(y))^{(2m-1)-j}.
\]

(3.1)

If \( \theta \) and \( \sigma \) are unknown, then we may estimate them using their maximum likelihood estimator from \( I(\theta, \sigma) \), the likelihood function of the data, i.e.,

\[
I(\theta, \sigma) = \prod_{i=1}^{r} \frac{(2m-1)!}{(j-1)(2m-1-j)!} [F_o(y_i; \theta, \sigma)]^j [1-F_o(y_i; \theta, \sigma)]^{2m-1-j} f_o(y_i; \theta, \sigma),
\]

where \( f_o(y; \theta, \sigma) \) is defined in (2.3).

We perform a goodness of fit test for the hypotheses \( H_o^* : G_i(y) = G_o(y) \) vs. \( H_1^* : G_i(y) \neq G_o(y) \), using the tests give in (2.1) and using the data \( Y_1, \ldots, Y_r \).

ALGORITHMS TO POWER COMPARISON

To compare the powers of \( T^* \) and \( T \), we first design the following algorithm to calculate the critical values:

1. Simulate \( Y_1, \ldots, Y_r \) be a RSS obtained based on the \( i \)th order statistic from \( G_o(x), i = 1, 2, 3 \).
2. Without loss of generality we assume \( \theta = 0, \sigma = 1 \).
3. Find the EDF \( F_o^*(x) \) as follows:

\[
F_o^*(x) = \frac{1}{r} \sum_{j=1}^{r} I(Y_{(ij)} \leq x), \quad I(Y_{(ij)} \leq x) = \begin{cases} 1 & Y_{(ij)} \leq x, \\ 0 & \text{o.w.} \end{cases},
\]

(4.1)

4. Use \( F_o^*(x) \) to calculate the value of \( T^* \) as in (2.1).
5. Repeat the steps (1-4) 10,000 times to get \( T_{1}^{*}, \ldots, T_{10,000}^{*} \).
6. The critical value \( d_\alpha \) of \( T^* \) is given by the \( (1-\alpha)100\% \) quantile of \( T_{1}^{*}, \ldots, T_{10,000}^{*} \).

Secondly, to calculate the power of \( T^* \) at \( H \), we need to use simulation. So, we design the following algorithm:

1. Simulate \( Y_1, \ldots, Y_r \) be a RSS obtained based on the \( i \)th order statistic from \( H_o \), a distribution under \( H_1^* \), \( i = 1, 2, 3 \).
2. Find the EDF \( F_o^*(x) \) as in (3.1).
3. Calculate the value of \( T^* \) as in (2.1) but using the data \( Y_1, \ldots, Y_r \).
4. Repeat the steps (1-3) 10,000 times to get \( T_{1}^{*}, \ldots, T_{10,000}^{*} \).
5. Power of \( T^*(H) \approx \frac{1}{10,000} \sum_{i=1}^{10,000} I(T_i^* > d_\alpha) \), where \( I(\cdot) \) stands for indicator function.

SIMULATION RESULTS

We approximated the power of each test based on a Monte Carlo simulation of 10,000 iterations according to the algorithm of Section power comparison. Table 1 shows the percentage points for the 5-percent level for the null hypotheses of Laplace distribution under three sampling...
schemes: first \((i = 1)\), second \((i = 2)\) and largest \((i = 3)\) order statistics. We compared the powers and efficiencies of the two tests for different samples sizes: 
\(r = 10, 20, 30, 40\), different set sizes: \(m = 1, 2, 3, 4\) (\(m=1\) mean SRS case) and different alternative distributions: 
\(\text{Normal} = N(0, 1)\), \(\text{Logistic} = Lo(0, 1)\), 
\(\text{Lognormal} = LN(0, 1)\), \(\text{Cauchy} = C(0, 1)\), 
\(\text{StudentT} = S(5)\), and \(\text{Uniform} = U(0, 1)\). The simulation results are shown in the Tables (2)-(4). For Lognormal and Uniform alternative distributions, computations show that the powers and efficiencies of all test statistics are equal one, so these values have not been reported in Tables (2) and (3). The tables of maximum are deleted for the symmetric distribution.

Table 1. Percentage points for first, median and largest order statistic

<table>
<thead>
<tr>
<th>(m/\text{Test})</th>
<th>(D\sqrt{n})</th>
<th>(V\sqrt{n})</th>
<th>(W^2)</th>
<th>(U^2)</th>
<th>(A^2)</th>
<th>(D\sqrt{n})</th>
<th>(V\sqrt{n})</th>
<th>(W^2)</th>
<th>(U^2)</th>
<th>(A^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r = 10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.304</td>
<td>1.643</td>
<td>0.463</td>
<td>0.188</td>
<td>2.531</td>
<td>1.308</td>
<td>1.633</td>
<td>.45</td>
<td>.184</td>
<td>2.529</td>
</tr>
<tr>
<td>2</td>
<td>1.290</td>
<td>1.621</td>
<td>0.447</td>
<td>0.179</td>
<td>2.500</td>
<td>1.303</td>
<td>1.639</td>
<td>.463</td>
<td>.186</td>
<td>2.546</td>
</tr>
<tr>
<td>3</td>
<td>1.293</td>
<td>1.623</td>
<td>0.451</td>
<td>0.181</td>
<td>2.517</td>
<td>1.294</td>
<td>1.629</td>
<td>.453</td>
<td>.184</td>
<td>2.517</td>
</tr>
<tr>
<td>4</td>
<td>1.292</td>
<td>1.624</td>
<td>0.446</td>
<td>0.179</td>
<td>2.456</td>
<td>1.275</td>
<td>1.618</td>
<td>.445</td>
<td>.12</td>
<td>2.486</td>
</tr>
<tr>
<td>(r = 20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.309</td>
<td>1.653</td>
<td>0.451</td>
<td>0.182</td>
<td>2.450</td>
<td>1.315</td>
<td>1.663</td>
<td>.452</td>
<td>.186</td>
<td>2.487</td>
</tr>
<tr>
<td>2</td>
<td>1.315</td>
<td>1.659</td>
<td>0.468</td>
<td>0.185</td>
<td>2.563</td>
<td>1.309</td>
<td>1.676</td>
<td>.459</td>
<td>.186</td>
<td>2.530</td>
</tr>
<tr>
<td>3</td>
<td>1.305</td>
<td>1.667</td>
<td>0.445</td>
<td>0.185</td>
<td>2.450</td>
<td>1.314</td>
<td>1.660</td>
<td>.460</td>
<td>.184</td>
<td>2.490</td>
</tr>
<tr>
<td>4</td>
<td>1.296</td>
<td>1.664</td>
<td>.442</td>
<td>.182</td>
<td>2.412</td>
<td>1.318</td>
<td>1.673</td>
<td>.460</td>
<td>.186</td>
<td>2.463</td>
</tr>
<tr>
<td>(r = 30)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.324</td>
<td>1.672</td>
<td>.464</td>
<td>.184</td>
<td>2.561</td>
<td>1.323</td>
<td>1.672</td>
<td>.455</td>
<td>.184</td>
<td>2.461</td>
</tr>
<tr>
<td>2</td>
<td>1.334</td>
<td>1.688</td>
<td>.471</td>
<td>.178</td>
<td>2.545</td>
<td>1.320</td>
<td>1.687</td>
<td>.460</td>
<td>.186</td>
<td>2.514</td>
</tr>
<tr>
<td>3</td>
<td>1.317</td>
<td>1.680</td>
<td>.452</td>
<td>.184</td>
<td>2.434</td>
<td>1.328</td>
<td>1.693</td>
<td>.466</td>
<td>.188</td>
<td>2.525</td>
</tr>
<tr>
<td>4</td>
<td>1.309</td>
<td>1.679</td>
<td>.447</td>
<td>.184</td>
<td>2.421</td>
<td>1.314</td>
<td>1.688</td>
<td>.449</td>
<td>.187</td>
<td>2.456</td>
</tr>
<tr>
<td>(r = 40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.336</td>
<td>1.698</td>
<td>.464</td>
<td>.186</td>
<td>2.510</td>
<td>1.325</td>
<td>1.692</td>
<td>.457</td>
<td>.185</td>
<td>2.498</td>
</tr>
<tr>
<td>2</td>
<td>1.341</td>
<td>1.688</td>
<td>.468</td>
<td>.185</td>
<td>2.531</td>
<td>1.337</td>
<td>1.706</td>
<td>.461</td>
<td>.190</td>
<td>2.524</td>
</tr>
<tr>
<td>3</td>
<td>1.317</td>
<td>1.691</td>
<td>.456</td>
<td>.186</td>
<td>2.510</td>
<td>1.320</td>
<td>1.689</td>
<td>.454</td>
<td>.184</td>
<td>2.476</td>
</tr>
<tr>
<td>4</td>
<td>1.317</td>
<td>1.675</td>
<td>.448</td>
<td>.180</td>
<td>2.423</td>
<td>1.331</td>
<td>1.689</td>
<td>.464</td>
<td>.184</td>
<td>2.499</td>
</tr>
</tbody>
</table>
Table 2. Efficiency values for SRS and RSS (using first order statistics).

<table>
<thead>
<tr>
<th>$H$</th>
<th>$T$</th>
<th>Minimum, $\alpha = 0.05$.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$r = 10$, $m$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>$N(0, 1)$</td>
<td>$D\sqrt{n}$</td>
<td>1.021</td>
</tr>
<tr>
<td></td>
<td>$V\sqrt{n}$</td>
<td>2.185</td>
</tr>
<tr>
<td></td>
<td>$W^2$</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>$A^2$</td>
<td>1.393</td>
</tr>
<tr>
<td>$Lo(0, 1)$</td>
<td>$D\sqrt{n}$</td>
<td>1.641</td>
</tr>
<tr>
<td></td>
<td>$V\sqrt{n}$</td>
<td>1.065</td>
</tr>
<tr>
<td></td>
<td>$U^2$</td>
<td>1.062</td>
</tr>
<tr>
<td></td>
<td>$A^2$</td>
<td>1.396</td>
</tr>
<tr>
<td>$C(0, 1)$</td>
<td>$D\sqrt{n}$</td>
<td>2.598</td>
</tr>
<tr>
<td></td>
<td>$V\sqrt{n}$</td>
<td>1.849</td>
</tr>
<tr>
<td></td>
<td>$A^2$</td>
<td>1.232</td>
</tr>
<tr>
<td>$S(5)$</td>
<td>$D\sqrt{n}$</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td>$V\sqrt{n}$</td>
<td>1.378</td>
</tr>
<tr>
<td></td>
<td>$W^2$</td>
<td>0.851</td>
</tr>
<tr>
<td></td>
<td>$U^2$</td>
<td>1.362</td>
</tr>
<tr>
<td></td>
<td>$A^2$</td>
<td>0.974</td>
</tr>
</tbody>
</table>
Table 3. Efficiency values for SRS and RSS (using second order statistics).

<table>
<thead>
<tr>
<th>$H$</th>
<th>$T$</th>
<th>Median, $\alpha = 0.05$.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r = 10$, $m$</td>
<td>$r = 30$, $m$</td>
</tr>
<tr>
<td>$N (0, 1)$</td>
<td>$D\sqrt{n}$</td>
<td>$V\sqrt{n}$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$D\sqrt{n}$</td>
<td>1.038</td>
<td>1.226</td>
</tr>
<tr>
<td>$V\sqrt{n}$</td>
<td>1.04</td>
<td>1.08</td>
</tr>
<tr>
<td>$W^2$</td>
<td>1.167</td>
<td>1.229</td>
</tr>
<tr>
<td>$U^2$</td>
<td>1.096</td>
<td>1.039</td>
</tr>
<tr>
<td>$A^2$</td>
<td>1.15</td>
<td>1.3</td>
</tr>
</tbody>
</table>

From the above tables, we make the following remarks:

1. In general, the efficiency is increasing as the sample size $r$ increases, except for the $A^2$ test in the Cauchy case.
2. The efficiency is increasing as the set size $m$ increases, except for the $A^2$ test in the Cauchy case.
3. The EDF tests based on the $i^{th}$ order statistic ($i=1, 2, 3$) are more efficient than the EDF tests based on the SRS case ($m=1$) of the same size except for the $A^2$ test in the Cauchy case.
4. It can be noted from Table 3 (median case) that the efficiencies of the modified tests are equal their counterpart in SRS case.

CONCLUSION

In this paper, we have proposed a method to improve the EDF tests for goodness of fit when the data is collected via the selective order statistics. We have considered the RSS schemes that quantify only one order statistic namely minimum, median and maximum. Since it is easier for the experimenter to detect the extreme order statistics by a visual...
inspection, then this makes the method easy to apply and robust against ranking error. The theory developed could be extended easily to other distributions.

REFERENCES


