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Abstract 

Among various enhanced oil recovery (EOR) technologies, 

CO2 flooding is utilized as an effective method because it can 

remarkably improve oil production in depleted oil fields and is 

environmentally associated with a geological carbon capture 

and storage (CCS) project for reducing carbon emissions from 

anthropogenic sources. The use of hybrid smart tools to predict 

the uncertainties of CO2-EOR projects has been suggested by 

previous research, but their use is still restricted on forecasting 

the overall performance during flooding processes. The 

objective of this work was to generate and investigate the 

applicability of network models to forecast the essential 

performance of water-alternating-gas (WAG) injection in terms 

of the oil recovery factor (RF), oil rate, gas oil ratio (GOR) and 

net CO2 storage for a five-spot pattern scale. In total, 239 

numerical samples were simulated and collected to train the 

networks. The abovementioned outputs were predicted after 10, 

20, 30 and 40 cycles of injection in each network following 

changes of the initial water saturation, vertical-to-horizontal 

permeability ratio, WAG ratio and duration of each cycle. The 

generated network models for the oil recovery factor and CO2 

storage had excellent accuracy in estimations with an overall 

root mean square error for both models of less than 3%, while 

the errors for the oil rate and cumulative GOR fluctuated from 

approximately 5% to 7%. Because the deviation of the GOR 

and oil rate among cases was significantly high, it is 

recommended to predict the GOR after 20 injection cycles and 

the oil rate after 30 cycles. The relative correlation representing 

the physical terms between the design variables and outputs 

were also determined. The large difference in the dimensions 

of permeability was favorable for both CO2 storage and final 

oil recovery; a WAG ratio lower than two was recommended 

for the flooding design. Unstable reaction relationships among 

parameters during the injection were observed, indicating a 

complication of evaluating a CO2 flooding process in enhanced 

oil recovery.  

Keywords: CO2-EOR, artificial neural network, estimation, 

CO2 storage, enhanced oil recovery 

 

INTRODUCTION 

Enhanced oil recovery is strongly considered in terms of 

technology and efficiency because a signification amount of oil 

remains after primary and secondary stages (Perera et al., 2016). 

Further, developing a field for EOR processes might make the 

projects more profitable than seeking new oilfields, particularly 

when the oil price is an unfavorable factor that hinders most 

exploration and production projects. Thermal recovery, 

chemical flooding and gas flooding are crucial methods of EOR 

that have been globally utilized, and the selection of the EOR 

method mostly depends on many decisive factors, including the 

reservoir characteristics, operation conditions, fluid properties 

and, most importantly, economic conditions. Theoretically, the 

thermal method is suitable for heavy oil as it remarkably 

reduces oil viscosity and makes crude oil moveable, while 

chemical flooding involving injections of surfactant, alkali and 

polymer can reduce the interfacial tension (IFT) between oil 

and water to an ultra-low value and improve the sweep 

efficiency as a result of properly controlling the mobility of the 

displacing fluid by increasing its viscosity (Si and Chon, 2016). 

Gas flooding is applied to almost producing reservoirs because 

the injected gas can be recycled from the producing gas; 

specifically, the reuse of CO2 from anthropogenic sources has 

a global incentive to gain a duo-benefit on EOR and carbon 

storage, known as carbon capture and storage (CCS), in the 

petroleum industry (Zaluski et al. 2016). Compared to chemical 

flooding, an injection of CO2 is much less expensive in terms 

of fluid employment in cases for which CO2 is sufficiently 

available; however, the relevant designs for injection are still in 

dispute because of the inevitable low sweep efficiency after gas 

breakthrough or improper carbon storage caused by gas leakage. 

Additionally, it is necessary to verify the comprehensive 

performance of gas flooding in an EOR project corresponding 

with various injection designs and different reservoir 

characteristics. 

Fundamentally, the injected CO2 will significantly reduce the 

oil viscosity, swell trapped oil droplets, and finally, make oil 

moveable. In particular, CO2-EOR has been demonstrated to 

increase quickly when the complete capillary number lies in the 

immediate range (Nobakht et al, 2007). CO2 can be miscible or 

immiscible with crude oil depending on the reservoir pressure; 

however, asphaltene depositions inevitably occur in a reservoir, 

leading to severe complications related to wettability alteration 

or formation plugging, lowering the ultimate oil recovery 

amount as a consequence (Zanganeh et al., 2012). When the 

reservoir pressure is higher than the minimum miscibility 

pressure (MMP), the gas flooding miscibility scheme is 

guaranteed under gas condensing, vaporization or both of these 

driving processes. Since miscible flooding was proven to 

outperform the immiscible flooding scheme (Ping et al., 2015), 

pressure changes in the reservoir should be continuously 

monitored to ascertain the flooding processes and suitably 

adjust the operating conditions afterward (Ampomah et al., 

2016). Ren et al. (2016) proposed the microseismic monitoring 

program, which has been successfully applied in the Jilin 

oilfield in China to trace the anisotropic flow of CO2 and 

forecast the oil sweep efficiency of the flooding processes. 
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According to the map from this method, the obtained migration 

of carbon in the thin layer and essential profiles presented good 

agreement with CO2 production as well as the reservoirôs 

petrophysical properties. In addition to pressure, other 

important factors of reservoir characteristics such as depth, 

permeability and scaling features also need to be acknowledged 

to deploy an EOR project most efficiently in both technical and 

economic aspects (Raza et al., 2016; Ahmadi et al., 2016). As 

an example, the Yanchang oilfield has demonstrated a limited 

application of CO2 flooding and storage for the same depleted 

reservoirs in which only 8 in 27 oil pools had the capacity to 

enhance oil production by CO2-EOR processes with a storage 

coefficient of 0.185 (He et al., 2016). Among CO2 injection 

technologies, water-alternating-gas seems to be the most 

effective to relatively control the mobility of an injected fluid 

because water and gas alternate in cycles (Teklu et al., 2016; 

Yao et al., 2016). However, Song et al. (2014) stated that the 

technical improvement of a WAG process will worsen when the 

pay thickness is over 30 m. In a well pattern aspect, they also 

confirmed that a five-spot pattern is more effective to carry out 

a WAG project compared to inverted nine-spot or inverted 

seven-spot patterns. Since the reservoir characterizations and 

proper well installations have been acknowledged, the fiscal 

term is another aspect that should be prudently examined 

because the critical performances strongly depend on the oil 

price, CO2 cost, project life and other economic factors (Wei et 

al., 2015). 

In most EOR projects, estimation issues are always of concern 

to minimize risk and maximize production from both technical 

and economic aspects. Ettehadtavakkol et al. (2014) proposed 

a screening tool to design optimization in two problem 

categories: fixed storage requirement and integrated asset 

optimization; promisingly, the suggested workflow can serve to 

rank the CO2-EOR candidates for oilfield operators and 

governments. To predict asphaltene precipitation in reservoirs 

under certain conditions, an artificial neural network (ANN) 

has been generated by Ahmadi (2012) with a coefficient of 

determination larger than 0.996; the model can be potentially 

combined with other software to speed up the performance and 

increase the prediction capacity (Ahmadi, 2012). By applying 

response surface methodology integrated with Monte Carlo 

simulations, Pan et al. (2016) forecasted and evaluated the 

uncertainty of cumulative oil production, net CO2 storage, net 

water stored and reservoir pressure at the injection well in 

different injection and reservoir scenarios based on changing 

anisotropic permeability, WAG time ratio and initial oil 

saturation. An integrated framework developed by Dai et al. 

(2014) also analyzed the response surface for water-oil flow 

reactive transport to study the sensitivity and optimization of 

the CO2-EOR performance. They concluded that the reservoir 

parameters, such as the depth, porosity and permeability, are 

crucial to control net CO2 storage, while the well distance and 

sequence of alternating water and CO2 injection are significant 

operational parameters on the process design. A newly 

developed intelligent tool was sophisticatedly introduced by 

Eshraghi et al. (2016) to optimize the miscible CO2 flooding 

process in terms of inter-well characterizations while 

employing the Capacitance-Resistance Model coupled with the 

Gentil fractional flow. From three heuristic optimization 

methods, they affirmed the predominant performance of an 

Artificial-Bee-Colony method compared to Particle-Swarm-

Optimization and Genetic-Algorithm methods to predict well 

transmissibility.  

As presented in the literature, various intelligent models have 

been developed for the purpose of prediction and optimization, 

but it is still necessary to develop representative models to 

comprehensively and accurately estimate the series of 

performance during the injection process as well as to clearly 

clarify the physical relationship among parameters for further 

evaluations. Understanding the relevant application of the ANN 

model, this study aims to generate and investigate the 

possibility of using a neural network to precisely predict each 

critical performance during the WAG process rather than only 

at the end of the project. By using numerical simulation, a 

sufficient number of samples will be used for network training 

and testing before further analysis. Two reservoir parameters 

and two injection design variables are normalized and assigned 

to be neurons in the Input layer, while four essential output 

values after 10, 20, 30 and 40 injection cycles are included in 

the Output layer of the ANN structure. From the successfully 

generated models, the relationships between parameters will be 

clarified afterward to fully understand the favorability of the 

reservoir conditions and effective design for the WAG process. 

Basically, the generated models in this work can be reused in 

other identical projects, and as the methodology is simple to 

acknowledge, the method can be applied effectively in any 

practical project for the purpose of properly describing the 

overall performance, even in a simple spreadsheet. 

 

3D MODEL CHARACTERISTICS 

Reservoir descriptions 

A 3D reservoir is modeled in GEM (CMG) for a five-spot well 

pattern scale in which the reservoir characteristics are 

referenced from the Morrow sandstone formation at the 

Farnsworth EOR target field (Pan et al., 2016). The reservoir 

model is set with a constant depth for the top layer of 2362 m 

and a pay thickness of 9.15 m that originated from the average 

depth and net pay of Farnsworth field (Ampomah et al., 2016). 

The other reservoir properties are clearly presented in Table 1; 

the porosity and horizontal permeability are not homogeneous 

over the reservoir with nearly tenfold changes between the 

minimum and maximum values. Vertical permeability is 

computed according to the permeability ratio KV/KH, which 

will be assigned as an input variable in the network model. The 

distance between the injection well and producing wells is 150 

m and is equal for the four injectors. The water saturation and 

reservoir pressure are uniformly set over the model domain, 

which is suitable for initialization because the initial water 

saturation is also assigned to be a neuron metric in the ANN.  
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Table 1. Reservoir model parameters under the initial conditions 

Properties Values 

Grid size (m3) 

Cell size (m3) 

Porosity 

Absolute permeability 

Kh (mD) 

KV/KH (base case) 

Reservoir pressure (at bottom layer) (MPa) 

Reservoir temperature (oC) 

Water saturation (base case) 

229.17 x 229.17 x 9.15  

4.24 x 4.24 x 1.52 

0.029 ï 0.21  

 

10 ï 100 

0.1 

31.026 

58.75 

0.63 

Since the critical condition of CO2 is at 7,384 MPa and 31.1 oC, 

the reservoir condition is appropriate to consider a carbon 

capture project because it always exists at a super critical phase 

when injected into the reservoir. The dip angle usually occurs 

in most of the practical field and partially affects the movement 

of injected gas because of gravity (Li et al., 2015); this factor is 

not considered in this model. Salinity is also not taken into 

account in the CO2 injection process because its influence on 

solubility is negligible. The permeability curves for the oil-

water and liquid-gas of this rock system are clearly shown in 

Figure 1 (Ampomah et al., 2016). 

 

a)        b)  

 

c)    

Figure 1. Relative permeability curves for the rock system used in the simulation: a) water-oil table; 

 b) gas-liquid table; c) three-phase relative permeability. 
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Fluid properties 

In total, nine pseudo hydrocarbon and non-hydrocarbon 

components of a referenced crude oil were verified in 

WINPROP (CMG) to validate the PVT testing data from 

laboratory measurements, as shown in Table 2. The fully 

original components can be obtained from the literature 

(Moorgat et al., 2010). The oil specific gravity, gas oil ratio, oil 

viscosity and oil formation volume factor were primarily 

measured in a differential liberation test (DLT); CO2 was 

assigned as the secondary component in the swelling test (ST). 

The regression for all testing data was made on the basis of the 

Peng-Robinson equation of state (WINPROP, 2016): 

 

ὴ  
ὙὝ

ὺ ὦ

ὥ

ὺ ςὺὦὦ
 

 

where p, R, T and v represent the pressure, constant factor, 

temperature and volume, respectively, and a and  b are 

calculated in terms of the critical properties and acentric factor 

as follows: 

Ѝὥ ὥ 

With 

 ὥ  ὙὝȾὴ  

and 

 ὦ ὴȾὝὙ 

where  a is the acentric factor and pc and Tc are critical pressure 

and temperature, respectively, while parameters era  dna  
constants  πȢτυχςτ and  πȢπχχψ. Since the swelling 
test regression has been considered in the simulation, multiple 

contact behaviors are computed to determine the minimum 

miscibility pressure (MMP) for CO2 and crude oil. 

Theoretically, there are some effective methods integrated in 

the simulator to calculate MMP, such as cell-to-cell, semi-

analytical (key tie lines) and multiple mixing cell methods. The 

traditional cell-to-cell method generates a pseudo-ternary 

diagram from computations to help with the interpretation of 

the results; in the semi-analytical method, the minimum 

pressure of miscibility is determined at which one of three key 

tie lines is tangent to the critical locus and the crossover tie line 

controls the development of the miscibility (Orr et al., 1995; 

Orr and Silva, 1987). A simpler but more effective method that 

was proposed by Ahmadi and Johns (2011), known as the 

multiple mixing cell method, also focused on key tie lines, but 

instead of finding all of the key tie lines, MMP can be 

determined by tracking only the shortest one (Ahmadi and 

Johns, 2011). Because the final method is robust and is more 

accurate and more stable than the others, this study uses it to 

calculate the minimum miscibility pressure for the CO2 

injection process of the given crude oil.  

 

Table 2. Pseudo components and parameters of the crude oil used for the simulation 

Components Mole 

fraction 

Molecular weight 

(g/gmol) 

Acentric 

factors 

pc (MPa) Tc (K) 

CO2 0.0824 44.01 0.225 7.378 304.2 

N2 toCH4 0.5166 16.12 0.008229 4.59 190.11 

C2H6 0.0707 30.07 0.098 4.89 305.4 

C3H8 0.0487 44.10 0.152 4.25 369.8 

IC4toNC5 0.0414 63.04 0.206198 3.62 436.27 

C6 toC9 0.0656 104.24 0.337594 2.63 523.36 

C10toC14 0.0613 158.65 0.513651 2.6 659.97 

C15toC19 0.0371 232.97 0.715302 1.34 855.21 

C20+ 0.0762 536 1.169989 0.852 885.57 
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a)  b)  

 

c)  d)  

 

e)  

Figure 2. Laboratory data and matching curves derived in WINPROP for the given crude oil: a) oil specific gravity (1 for water) - 

DLT; b) oil viscosity - DLT; c) gas oil ratio - DLT; d) saturation pressure ï ST;  and e) swelling factor ï ST. 

 

The results of matching the given laboratory data for critical 

crude oilôs properties are plainly presented in Figure 2. First, 

the differential liberation test data matched very well under the 

regression scheme based on the Peng-Robinson equation of 

state, indicating a successful simulation in PVT analysis for the 

given crude oil and guaranteeing that the hydrocarbon 

properties are identical to the testing data in the 3D dynamic 

simulation. Second, as illustrated in the figure, the saturation 

pressure points are excellently matched in the swelling test 

(CO2 was used as a secondary component), but there are slight 

deviations of the swelling factor points. However, technically, 

the deviations can be acceptable; therefore, the numerical 

transformations of the hydrocarbon components caused by CO2 

injection can be approved for further processes. The MMP 

value is also predicted following the abovementioned multiple 

mixing-cell method with a start pressure of 3.4 MPa; the 

prediction shows that multiple contact miscibility can be 

achieved from 18.92 MPa under a back forward condensing gas 

drive, evidently being much less than the reservoir pressure. 

Therefore, presumably, the EOR will be under a miscible 

flooding scheme during the injection process in the reservoir 

(Haghtalab and Moghaddam, 2016).  
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NEURAL NETWORK MODEL GENERATIONS 

Multiple water-alternating-gas cycles initialized by water 

injection are designed for simulations. The producing well is 

constrained with a minimum bottom hole pressure of 13.79 

MPa, while four injection wells have the same constraints 

regarding the maximum injection rates for water and CO2 under 

surface conditions. In detail, water will be injected at a rate of 

86.36 m3/day and will be cycled with CO2 injection at a rate of 

5435.57 m3/day. The well operation conditions are not changed 

during the simulation processes. The WAG ratio (named WAG) 

is defined as the cumulative continuous CO2 injection time 

divided by that of water in an injection cycle and is varied from 

0.5 to 5 as a critical factor in the neural network model. 

Fundamentally, the increase of simultaneous CO2 injection 

extracts more oil from the pore volume in the swept regions, 

but it also causes an early breakthrough, after which both oil 

production and net CO2 storage decrease (Damico et al., 2014). 

By contrast, the bias on water injection significantly decreases 

the time of CO2 contacting hydrocarbon and lowers the sweep 

efficiency as a consequence. Further, the solubility of CO2 in 

water is also considered in the simulation; therefore, the 

effective design of the WAG ratio should be carefully clarified 

in the process. Relating to the injection scheme, the duration of 

one cycle (named T) is also considered in the network model 

with a variation from 40 to 80 days. The expression of WAG 

and T can fully represent the examination for the water-

alternating-gas injection scheme of the project. The 

repercussions of reservoir characteristics are also verified in the 

network through vertical permeability and initial water 

saturation because two of these parameters are uncertain and 

are diversified in the reservoir. Vertical permeability is 

represented by the permeability ratio, as previously mentioned 

(named Kv/Kh), and varied from 0.1 to 1, while initial 

saturation (named as Sw) ranges from 0.6 to 0.725 in the 

network model. The consideration of the reservoir properties 

substantially helps to determine the favorable capacity of the 

reservoir on dealing with a CO2-EOR process in terms of both 

oil production and net CO2 storage, which directly affect the 

consistency of the injection design parameters. 

The oil recovery factor, oil rate, cumulative GOR and total 

amount of CO2 stored in the reservoir are considered to be 

essential targets or the flooding performance corresponding 

with four distinguishable neural networks. In particular, each 

target will be predicted after a series of injection cycles, 

including 10, 20, 30 and 40 cycles, in the same network. 

Specifically, the input and output layers of each network model 

have four neurons, as illustrated in Figure 3; there are 10 

neurons in the hidden layer. Basically, the number of hidden 

layers can be extended to more than one; however, using only 

one hidden layer is suitable and relevant in terms of training 

execution and for easy application in any spreadsheet. 

 

 

Figure 3. ANN structure of the network models; Y represents oil recovery, oil rate, GOR or net CO2 storage. 
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Systematically, the neurons of each layer connect with the 

neurons of its forward layer and back layer through weights and 

biases by indicating the contributory level of an individual 

neuron on the others. As presented in Figure 3, each neuron in 

the Hidden layer is connected to others in the Input layer 

through the activation formula: 

Ὄ ὸὥὲίὭὫὤ ὦ ȟὮ ρ ρπ 

where ὤ В ὢ Ὅὡȟ , ὢ  represents the input 

components in the Input layer (four neurons), Ὅὡȟ  is the 

connection weight between neuron ith in the Input layer and 

neuron jth in the Hidden layer, and ὦ represents the bias value 

assigned for the jth neuron in the Hidden layer. The tan-sigmoid 

activation (or transfer) function is defined as: 

ὸὥὲίὭὫό  
ς

ρ Ὡ
ρ 

A similar connection is performed between the jth neuron in the 

Hidden layer and kth neuron in the Output layer through 

connection weights ὒὡȟ as ὕ В Ὄ ὒὡȟ Ὧ ρ

τ, but instead of a tag-sigmoid function, a linear link is 

introduced for the final transfer function to connect each kth 

neuron with the bias ὦ in the Output layer.  To avoid the effect 
of large values on small values during training, normalization 

is introduced for all data points prior to the training process as 

follows: 

ὢ πȢρ
ὢ ὢ

ὢ ὢ
 

where X represents the normalized data points inserted in the 

training process, while ὢ  , ὢ   and ὢ   are the real 

values of sample data and the lower and upper constraints of 

these real data corresponding with design variables or targets, 

respectively. Theoretically, normalization helps to support the 

training process and does not affect the final results because all 

data will be easily converted to real values according to the 

formula. As previously mentioned, a large range of values for 

each designed parameter have been proposed; promisingly, the 

broad differences between resulting targets can be achieved for 

further evaluations. 

 

RESULTS AND DISCUSSION 

Base case validation 

The results of the first simulation should be validated first in 

terms of physically dynamic performance before analyzing 

further procedures.  The case is designed with an equal 

injection time for water and gas in each 60 days of a single 

cycle. The initial water saturation is 0.63 for this case, and the 

smallest permeability ratio is assumed for the rock system. 

Then, critical performances will be evaluated after 600, 1200, 

1800 and 2400 days of injection after initiation, corresponding 

with 10, 20, 30 and 40 cycles, respectively. These performances 

are distinctively shown in Figure 4. 

a)      b)    

 

c)     d)       

Figure 4. Numerical results of the base case for essential performances: a) oil recovery factor and oil rate; b) GOR and net CO2 

storage; c) global mole fraction profile of CO2 after 7.5 injection cycles; d) oil saturation profile after 7.5 injection cycles. 
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As presented in the figure, approximately 33% of oil in place 

(OIP) is recovered after 30 cycles and an increment of nearly 

6% after 10 additional injection cycles. Practically, this result 

of the oil recovery factor is acceptable in terms of the 

simulation process compared to other real projects (Dai et al., 

2014). The gas breakthrough time can be visualized through the 

initiation of a continuous rise in GOR or the decrease in slope 

of cumulatively stored CO2 in the reservoir. Then, a gas 

breakthrough resulted before 10 injection cycles; more 

precisely, it occurred within the 8th cycle of flooding. This is 

also particularly confirmed in the profile of a global mole 

fraction of CO2 after 7.5 injection cycles, as evidently detected 

through the earliest approach of CO2 into the producing well. 

The oil saturation profile clearly indicates the sweep efficiency 

of the flooding process because oil has been thoroughly 

displaced by the injected fluids; however, the enlargement of 

the swept region might be limited since gas breakthrough 

essentially causes a later inefficiency of displacement. A rapid 

increase in the oil rate to more than 55.65 m3/day after the 

breakthrough and its short maintenance before declining to 

approximately 7.95 m3/day after 20 cycles indicates the 

unfavorability of an early breakthrough on long-term 

production. Basically, these crucial performance criteria can be 

improved by adjusting the injection scheme, such as the WAG 

ratio or constant lasting time of each cycle (Holt et al., 2009). 

 

Neural network model evaluations 

In total, 239 simulation samples are collected to generate four 

ANN models. The results present diversity in the values of the 

critical objectives after each specifically assigned injection 

cycle. As presented in Figure 5, the ultimate oil recovery ranges 

from approximately 10% to less than 50% OIP; in some cases, 

RF can be up to nearly 30% after 10 cycles. The oil rate and 

recovery factor seem to not be significantly deviated after 30 

and 40 cycles, as indicated by stable low oil production after 30 

cycles for most injection cases, while the GOR values 

remarkably increase after the cycles. Regarding the net CO2 

storage results, the data population fluctuates with an 

unpredictable development trend. Generally, the more 

complicated and diversified results that are sampled, the higher 

the level of representation that is achieved from successful 

models, which will be used for estimates. 

 

a)      b)   

 

c)        d)    

Figure 5. Diversity of the numerical results from 239 samples: a) oil recovery factor; b) oil rate; c) gas oil ratio; d) cumulative 

CO2 storage in mass. 
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By using the MATLAB Network Toolbox, the ANN model for 

the abovementioned essential performance has been trained 

with a 45%-20%-35% training scheme corresponding with the 

percentage ratio of data used for a training-validation-test. In 

total, 239 numerical samples, that is, the generated model from 

training, has been automatically applied to estimate 84 random 

blind data points (35%) to ensure the avoidable over-trained 

phenomenon. The same training scheme is applied for four 

different targets, but the specific data points for training 

processes corresponding with dissimilar networks are 

differently selected data points because of the nonconcurrent 

training. Mathematically, neural networks are trained under a 

feed forward back propagation algorithm in which weights and 

biases were initially allocated in the structure. The neurons in 

the output layer were calculated first based on the initial 

structure; an adjustment was made for the weights and biases 

thereafter based on the errors between sampling and current 

computed targets. These forward and backward computations 

were conducted during training until the lowest overall errors 

were obtained. The over-trained phenomenon can occur with 

an unsuitable training scheme ratio; therefore, the higher 

percentage of data points used for blind testing will more 

confidently assure the quality of the training and generated 

models. 

Figure 6 clearly expresses the training performance of four 

crucial objectives through the number of epoch and mean 

square errors during training. Principally, successful training is 

only accomplished when the best standing points 

corresponding with the lowest errors in the validation and test 

curves are not very different in terms of epoch number. Then, 

all of the final training performances are highly qualified 

because the optimized points in both the validation and test 

curves are sufficiently close to each other. Moreover, the 

difference magnitude of errors among performances is easily 

visualized, with lower values for RF and net CO2 storage 

(smaller than 10-3) and a higher magnitude for the others (from 

10-3 to 10-2). Presumably, the generated network model for the 

oil rate and GOR might have more unexpected errors in 

estimation compared to oil recovery and CO2 storage. Indeed, 

the convergent density to the 45o line is much higher on RF and 

CO2 storage matching compared to that on oil and GOR, as 

visually presented in Figure 7. Further, a highly scattered 

distribution is observed for data points after 10 and 20 cycles 

of the oil rate compared to 30 and 40 cycles; by contrast, the 

predictions are more accurate after 10 and 20 injection cycles 

on the GOR data pattern.  

 

a)         b)  

 

c)           d)  

Figure 6. Training performance for four essential objectives: a) oil recovery factor; b) oil rate; c) GOR; d) net CO2 storage. 
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a)         b)   

c)       d)   

Figure 7. Plots of comparisons between samples and predictions for four critical objectives: a) oil recovery factor; b) oil rate; c) 

gas oil ratio; d) net CO2 storage. 

 

Table 3. Coefficients of determination and root mean square errors (RMSE) of the estimated values by ANN models versus 

sample data for crucial targets 

  RF Oil rate 

Cycles 10 20 30 40 10 20 30 40 

Training  R2 0.994 0.993 0.996 0.996 0.92 0.95 0.95 0.94 

RMSE (%) 1.83 1.92 1.40 1.47 5.97 4.12 5.07 5.31 

Validation R2 0.976 0.991 0.996 0.994 0.91 0.89 0.89 0.84 

RMSE (%) 3.55 2.17 1.53 1.86 7.32 5.91 6.14 7.49 

Test R2 0.985 0.990 0.994 0.994 0.87 0.91 0.93 0.90 

RMSE (%) 2.70 2.57 1.98 1.92 7.49 4.95 4.74 5.78 

Overall R2 0.988 0.992 0.995 0.995 0.90 0.92 0.93 0.91 

RMSE (%) 2.57 2.21 1.65 1.72 6.81 4.82 5.20 5.98 

   GOR Net CO2 storage 

 Cycles  10 20 30 40 10 20 30 40 

Training  R2 0.920 0.950 0.958 0.945 0.987 0.989 0.995 0.993 

RMSE (%) 5.84 4.82 4.36 4.44 2.20 2.07 1.50 2.01 

Validation R2 0.806 0.921 0.935 0.893 0.965 0.985 0.989 0.983 

RMSE (%) 6.05 4.55 4.55 5.43 3.45 2.52 2.42 3.29 

Test R2 0.897 0.939 0.922 0.907 0.980 0.975 0.987 0.985 

RMSE (%) 5.69 4.73 5.24 5.59 2.93 2.89 2.36 2.85 

Overall R2 0.900 0.943 0.943 0.923 0.980 0.984 0.991 0.988 

RMSE (%) 5.83 4.74 4.72 5.07 2.75 2.48 2.04 2.61 
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The quality of estimation is quantitatively evaluated through 

two decisive factors known as the coefficient of determination 

(R2) and root mean square error (RMSE) from the formula: 

Ὑ ρ
В ᾀȟ ᾀȟ
В ᾀȟ ᾀȟ

 

ὙὓὛὉ
ρ

ὲ
ᾀȟ ᾀȟ  

where ᾀȟ  , ᾀȟ   and ᾀȟ   represent data points from 

samples, estimation by the network and the average values of 

sampling data, respectively. Theoretically, an R2 value higher 

than 0.95 and an RMSE less than 3% for any match are 

acceptable for the prediction of any design parameters. Then, 

the ANN models for RF and CO2 storage are absolutely 

qualified with an overall R2 higher than 0.98 and an RMSE less 

than 3% in all injection cycles, while these two factors are 

inversely lower than the criteria of acceptability on matching 

for the oil rate and GOR data points, as clearly stated in Table 

3. The values of R2 and RMSE for the training statement are 

also fully listed in the table. Eventually, only two of the four 

neural network models are highly reliable and can be properly 

applied to forecast the performance of water-alternating-gas 

flooding processes for any design on the WAG ratio and cycle 

duration corresponding with various reservoir characteristics 

that are represented by the variations of water saturation and 

dimensional permeability ratio.  Basically, the application of 

network models can be carried out based on the weights and 

biases that were mentioned above in the ANN structure, in any 

spreadsheet, as presented in Table 4. 

 

Table 4. Weights and biases of the ANN structure for RF and Net CO2 storage 

RF 

b IW LW 

b1 b2 Sw Kv/Kh WAG T 10 20 30 40 

-1.723 -0.846 -0.448 0.130 0.815 0.861 -0.352 0.105 0.162 0.154 

-0.512 -1.778 0.488 -0.017 0.053 -0.597 -0.117 1.359 -0.013 -0.486 

1.509 -1.568 0.109 -0.220 2.099 -0.543 -2.793 -0.315 0.289 0.643 

-0.865 -1.329 -0.981 0.043 -0.618 0.132 -1.281 -0.476 -0.533 -0.611 

-4.263  -0.129 -0.317 -3.184 0.085 -1.401 -2.850 -2.919 -2.825 

0.876  0.667 -0.056 0.264 -0.162 -3.107 -1.594 -1.619 -1.732 

1.476  0.032 -0.222 1.820 -0.507 3.348 0.601 -0.084 -0.457 

1.985  0.186 0.936 0.848 -0.206 -0.263 -0.807 -0.915 -0.973 

-0.097  0.157 -0.126 0.117 -0.715 -1.912 1.401 0.877 0.667 

0.335  -0.318 0.060 -0.100 0.607 -1.622 3.243 1.185 0.435 

Net CO2 storage 

b IW LW 

 b1 b2 Sw Kv/Kh WAG T 10 20 30 40 

-4.854 0.354 0.105 -0.121 -3.852 0.187 -1.856 -3.833 -3.329 -3.267 

-1.174 2.739 0.383 0.616 0.376 0.389 -0.271 -0.397 -0.374 -0.347 

-2.297 -0.444 -0.111 -0.229 0.253 -0.970 0.570 4.160 1.046 0.844 

-0.853 -1.043 -0.218 -1.881 -0.605 -0.085 0.093 0.450 0.385 0.391 

-1.296  -0.009 -0.462 -0.003 -1.139 -0.933 -0.637 -0.273 -0.216 

0.564  0.363 0.602 -0.873 1.376 -0.413 0.075 0.025 0.033 

-3.837  -4.349 0.004 -1.296 0.030 -0.033 -0.114 -0.092 -0.091 

-2.002  -0.104 0.028 -2.353 0.145 -1.692 -2.581 -1.617 -1.023 

1.448  0.143 0.574 -0.217 -0.048 -1.025 0.442 0.768 0.955 

2.157  0.050 -0.038 1.870 -0.191 -3.106 -6.562 -5.022 -4.115 
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a)              

10 cycles                                                   30 cycles 

 

b)              

10 cycles                                                               30 cycles 

Figure 8. Relationships of the reservoir parameters and flooding performances: a) Sw and Kv/Kh versus RF; b) Sw and Kv/Kh 

versus net CO2 storage. 

 

Flooding performance relationships 

Since the prediction model has been determined, the 

relationships of the design parameters and targets can be 

clarified to completely evaluate the critical performances 

during the EOR processes. The favorability of the reservoir 

properties is investigated first through the initial water 

saturation and dimensional permeability ratio. As seen in 

Figure 8, with a constant injection design, Kv/Kh has an inverse 

correlation with oil recovery as a decrease in the ratio slightly 

increases the ultimate RF, while the higher proportional 

magnitude is affected by the water saturation throughout the 

injection processes. This certainly confirms that a large 

difference between the vertical and horizontal permeability is 

definitely an advantage in extracting oil from the reservoir; 

physically, it can be explained by the gravitational effect 

associated with heterogeneity that is unfavorable to sweep oil 

in a high vertical connecting system. 

Regarding the net CO2 storage, the achievably positive 

conditions depend not only on the reservoir properties but also 

on the time domain, which is represented by the number of 

injection cycles (Wang et al., 2015; Dai et al., 2016). As 

presented in the figure, cumulative CO2 storage continuously 

increases with reduced vertical permeability after 10 cycles; 

however, the highest storage is obtained at the permeability 

ratio from 0.3 to 0.4 after 30 injection cycles. Dissimilar from 

oil recovery, the reservoir can store most carbon dioxide at 

approximately 0.65 of initial water saturation, and this 

condition is still most favorable after 30 cycles. Obviously, the 

oil recovery and net CO2 storage behave relatively differently 

according to the variation of the reservoir conditions; therefore, 

a general assessment should be made considering both 

purposes, particularly when CO2 storage becomes most 

sensitive in terms of carbon supply or recycling issues of the 

EOR project. 

 In terms of surface control, the relevant injection designs 

should also be defined to acknowledge the performance 

characteristics according to different flooding schemes (Zhao 

and Liao, 2012; Attavitkamthorn et al., 2013; Gong and Gu, 

2015). The variation patterns of RF and net CO2 storage after 

10 and 40 injection cycles are clearly described in Figure 9. 

Generally, the extension in time of each cycle helps to 

appreciably accelerate the RF after 10 cycles, but the 

magnitude of the increase is much lower with the higher 

injected volume. The same influence also occurs for massive 

CO2 storage at the end of the process; however, it seems that 

the maximal accumulative carbon storage can be obtained at 60 

days after 10 cycles that correspond with an appropriate WAG 

design.  
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)      

10 cycles                                                                  40 cycles 

b)            

10 cycles                                                          40 cycles 

Figure 9. Relationships of the injection design parameters and flooding performances: a) WAG and T versus Oil recovery; b) 

WAG and T versus net CO2 storage. 

 

Regarding the effect of the fluid injection cycle, the WAG ratio 

has been demonstrated to be the most important factor since it 

significantly affects the performance of the flooding process 

(Mishra et al., 2014). As described in the figure, ultimate oil 

production increases rapidly until the WAG reaches 

approximately two and slightly declines for higher WAG ratios. 

This obviously expresses the limitation on the appropriate 

design for gas and water cycles with the purpose of improving 

the oil sweep efficiency. The continuous increase of gas 

injection might initially extract a significant amount of trapped 

oil, but it absolutely causes the early breakthrough as a result 

of high mobility. By contrast, the unsuitably low WAG ratios 

do not guarantee sufficient contacts between solvent and 

hydrocarbon because of being quickly overlapped by the 

injected water. The unexpectedly high WAG ratios more 

forcefully influence the total carbon storage at the end of the 

flooding process, although it is supposed to be high after 10 

injection cycles. As visualized in Figure 9, the maximum gas 

storage can be achieved at the highest WAG after 10 cycles, 

particularly when the magnitude of increase seems to be leveled 

out corresponding with the change in the WAG ratio. However, 

the pattern of net CO2 storage is negatively affected by the 

continuous promotion of the injected fluid ratio after 40 cycles; 

even when a WAG ratio of 2 is most relevant for RF, this 

standing value still does not store the highest amount of carbon 

dioxide in the reservoir. This again affirms prudent 

consideration on balancing the crucial performances on CO2 

injection processes or biased consideration on a target for 

injection designs. Traditionally, the enhancement of oil 

recovery is important because it essentially decides the success 

of the project from both technical and economic point of views. 

However, since CO2 injection relates to governmental tax 

credits as the incitation of carbon storage or carbon reinjection 

issues, the geological carbon storage considerably influences 

the decision on the design, particularly when the economic and 

fiscal terms are different. 

The relationships between the input parameters and critical 

evaluation issues have demonstrated the power of the generated 

ANN models on water-alternating-gas flooding processes in 

forecasting. By applying only one traditional neural network 

for each target, a series of injection performance can be quickly 

calculated to remarkably reduce the time consumption of 

simulations as well as analyses. The failure of prediction on the 

oil rate and GOR indicates the complication of these targets in 

CO2-EOR processes; this potentially opens the development of 

training algorithms and network structures in future research to 

more precisely estimate these targets and comprehensively 

evaluate the performance of a project. 

 


