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Abstract 

The emerging notion of the smart city has paying attention in 

the research field of urban development. One of the challenges 

of the smart city is how to understand the data collected by the 

sensor and make a decision. The face detection plays a key role 

in our social communication in turning over the identity and 

emotions. The human ability to recognize faces is notable but 

the face is a complex multidimensional visual model and for 

developing a computational model for face recognition is 

difficult. In this paper a new unique real time face recognition 

system is proposed by combining local orientation gradient 

XOR patterns and Local gradient XOR patterns. This new 

technique consists of three steps 1) local gradient XOR patterns 

are calculated 2) Local Oriented Gradient XOR patterns are 

calculated and 3) feature vector is constructed by concatenating 

the histograms of LGXORP and LOGXORP.  This method 

tested on Standard databases and found that the recognized rate 

is very fruitful and accurate compared to Local Binary Pattern 

technique and its variants.  

Keywords: RLBP, WSN, ICT, PCA, LOGXORP and 

LGXORP 

 

INTRODUCTION 

The emerging notion of the smart city has paying attention in 

the urban development policy field. It proposes that smart cities 

are defined by their novelty and their ability to resolve 

problems and the use of Information Communication 

Technologies (ICTs) to progress this capacity [1]. A smart city 

can be considered as a city-scale example of an Internet of 

Things (IoT) applications. Wireless Sensor Networks (WSNs) 

and a variety of sensors are the essential elements of the IoT.  

One of the challenges of the smart city is how to discriminate 

the data collected by the sensor network to make a robust 

decision. This is an application level topic mainly concerning 

pattern recognition based on the sensor based systems like 

smart surveillance, face recognition; behavioral analysis and 

pedestrian detection are exploited. This paper mainly focused 

on the face recognition issues, which is extensively used in the 

smart video surveillance [2] and general identity verification 

like electoral registration, banking, and electronic commerce 

[3] as for 2D face recognition, various features are proposed. 

Typical applications of Face Recognition System are  Human-

Robot-interaction, Smart cards, Human-Computer-interaction,, 

National ID, Driver’s license, , Passports, Security system, 

Voter registration Personal device logon, Criminal 

identification, Desktop logon, Database security, Information 

security, Intranet security and access, Video surveillance, 

CCTV control and Suspect tracking, Medical records and 

investigation[ 4].We can recognize thousands of faces learned 

throughout our life span and identify well-known faces at a 

momentary look even after years of separation. The 

classification of face recognition techniques are divided into 

global and local classes according to their features. The 

universal feature descriptor is also called holistic system. These 

methods treat the face as a whole, and extract a descriptor from 

it in such a way. The ability is fairly robust notwithstanding 

huge changes in the visual stimulus due to viewing conditions, 

expressions, aging, and interruption such as changes in 

hairstyle or glasses. But developing a computational model of 

face recognition and classification is quite complicated, 

because faces are complex, multidimensional, and subject to 

change over time [5]. The LBP is a simple yet very efficient 

operator which labels the image pixels by thresholding the 

neighborhood pixels and considers the resultant pixel as a 

binary digit [6]. The LBP is a non-parametric descriptor which 

competently summarizes the local structures of images [7]. The 

unique version of the LBP operator works in a mask of 3X3 

pixels of an image. The reward of LBP is tolerance against gray 

level illumination changes and their computational simplicity. 

The limitations of the basic LBP operator are that its small 3X3 

mask neighborhood cannot capture dominant feature with in 

large sale structures.  The recently proposed LBP features 

which was originally designed for feature extraction shown to 

be effective local features for face analysis. LBP shows 

robustness against expression variations and pose. It is also 

insensitive to gray-level differences caused by illumination 

discrepancies. due to the sturdiness of LBP, various LBP-based 

face techniques have been established and demonstrated the 

successful in improving face recognition performance [8].The 

guidelines of the maximum discrimination are not the same as 

the guidelines of extreme variance as it is not essential to pay 

the class information such as the within class distribute and 

between class disseminate. The PCA is unsupervised technique 

[9] .Face recognition and analysis has been examined 

intensively throughout the recent decades as a research 

emphasis of computer vision due to its extensive range of 

applications. A lot of outstanding achievements are made 

including Fisher face [10], Gabor feature [11], Scale-Invariant 

Feature Transform (SIFT) features [12], the Principal 

Component Analysis (PCA) method [13], the Sparse Depicted-

based Classification algorithm [14], Nearest Features Line-

based Subspace Analysis [15], Neural Networks [16], Wavelets 

[17], Fast Independent Component Analysis (ICA) [18] and 

kernel methods [19]. Also, deferent frequency features, e.g., 

dominant frequency features [20] and polar frequency features 
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[21], are also analyzed for holistic face recognition. The 

performance of face recognition techniques have increased 

severely. However, the robustness of face recognition quiet 

needs enhancement. The results of most techniques are 

influenced by environmental changes, such as illumination 

deviations, expression disparity and pose variations. It is tough 

to find a technique that can deal with these variations. Usual 

way of communication between man and machine can be 

gained by detecting and classifying of facial expressions for 

Creation face recognition more reliable under unrestrained 

lighting conditions is one of the important challenges for real-

world facial emotional credit systems [22]. This problem tackle 

by combining the strengths of robust illumination local texture 

based face representations, normalization, multiple feature 

fusion and distance transform based matching. The LBP with 

entropy and variety of approaches proposed in the literature to 

symbolize and to recognize faces but it has many limitations 

like, not apt for shadow images and low contrasted images [23]. 

To overcome those tribulations 2D-PCA was presented for the 

facial feature extraction of an image [24].This technique does 

not retain significant and important features of Image. The 

decision making technique is one of the burning problems and 

also human emotions play vital role in decision-making. While 

human being is in high emotion he cannot construct correct 

decision. To overwhelm this weakness extended fuzzy LTP is 

proposed in [25].  

 

EXISTING METHOD 

This method defines the controlling speed and the fidelity 

function to depend on which denotes the number of similar 

pixels in a neighborhood, and is significantly dissimilar for 

pixels of edge noisy pixels and interior pixels. According to 

their controlling function, the dispersal and fidelity procedure 

at pixels of edge noisy pixels and inner pixels can be selectively 

accepted. Further a class of improved second-order, edge-

preserving is proposed based on the controlling function in 

order to handle with random-valued impulse noise consistently. 

 

Algorithm 

Step1: Find the absolute changes between significant pixel p 

and its neighbourhood pixel q. B(p,q)=|A(p)-A(q)| 

Step 2: The gray level values which are obtained from step1 are 

made into two groups such that greater than T is one group and 

less than T is another group, Where T is central pixel of original 

window. 

Step3: Find entire no of foreground pixels where I(q) is equal 

to 1 by using the formula Z = ∑ 𝐼(𝑞) 𝑛−1
𝑖=0  

Step4: The Rotation invariant value is calculated by controlling 

speed and reliability function   M=
1

4
 - 
1

4
cos(

𝜋𝑍

𝑁
)Where N is the 

no of pixels in A and Z is no of object pixels. 

Step5: The edge-preserving pixel value is calculated by 

𝑊𝑥=(A(i,j)-A(i,j-1))/2; 

𝑊𝑥𝑥=(A(i,j+1)+A(i,j-1))-2*A(i,j); 

𝑊𝑦 =(A(i+1,j)-A(i,j)/2; 

𝑊𝑦𝑦=(A(i+1,j)+A(i-1,j))-2*A(i,j); 

R1=A(i,j)+(𝑊𝑦 ^2*𝑊𝑥𝑥 -(2* 𝑊𝑥*𝑊𝑦 )+𝑊𝑥 ^2*𝑊𝑦𝑦 )/(𝑊𝑥 +𝑊𝑦 ); 

Where  𝑊𝑥𝑥  ,𝑊𝑦𝑦  are the gradients of second order along with 

X and Y directions and 𝑊𝑥  ,𝑊𝑦are the first order gradients 

along with X and Y directions. The R1value preserves the 

edges in noisy images. This method demonstrates the 

performance of standard images for test and corrupted by 

random valued impulse noise with a mixture of noise levels. 

 

 

 

 

 

PROPOSED METHOD 

Preprocessing:  

It improves the quality of the image by normalizing and 

removing the noise in the Image. Morphologyis one of  image 

processing operations that enhences the images based on 

shapes. Morphological operations smear a structuring element 

of input image to  create an output image of the same size. The 

dilation adds pixels to the boundaries of foreground of an 

image, while erosion removes pixels on image boundaries. The 

number of pixels added or removed from the image depends on 

the outline and  magnitude of the structuring element used to 

process the image. In the dilation and erosion operations the 

value of any given pixel of output image is resoluted by 

applying a rule to the matching pixel and its neighbors of  input 

image. The rule used to process the pixels defines by the 

operation as an erosion and a dilation as follows. 

The erosion on the binary image A and  the structuring element 

B 𝐵≈  A},

, where Bz is the translation of B by the 

vector z, i.e., Bz = { b + z|b Є B }, ∀𝑧Є E When the structuring 

element B is a disk and this center is positioned on the origin of 

E then the erosion of A by B can b. 

http://en.wikipedia.org/wiki/Erosion_%28morphology%29
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The dilation on the binary image A and the structuring element 

B is defined by: A  B = { z  Є E |  ( 𝐵𝑠 )≈ ∩A ≠ ø }, where 

Bs denotes the symmetric of B, that is, Bs =  { x Є E | - X Є B 

}.Morphological openings 𝛾𝜆 and/or closings ø𝜆  are used to 

remove the amount of image details with cumulative size λ. The 

volumes of the opened or closed images are plotted against λ, 

or more usually with discrete derivative Vol(𝛾𝜆 − 𝛾𝜆 + 1)  , 
i.e., pattern spectrum. Closing is a morphological operator 

which can be expressed in terms of geodesic erosions. Geodesic 

erosion 𝜀𝑔
(1)

(f) and dually geodesic dilation 𝛿𝑔
(1)

(f) are 

operations that are applied to a ma𝜀rker image f and a mask g, 

where the first is processed conditionally to the second 

 𝛿𝑔
(1)

(f) = (f) Ʌg 

    𝜀𝑔
(1)

(f) = 𝜀(𝑓) Ѵ g                                                        (1) 

Where 𝜀 and are the dilation and erosion of the neighborhood 

origin. Both the operators can be further applied consecutively 

as follows: 

         𝜓𝑔
(𝑛+1)(𝑓) = 𝜓𝑔

(1)
(𝜓𝑔

(𝑛)(𝑓))  (2) 

Hence, by repeating them until stability (i times, 

 𝜓𝑔
(𝑖)(𝑓) = 𝜓𝑔

(𝑖+1)(𝑓)) one can realize correspondingly 

reconstructed by erosion and by dilation 𝑅𝑔 
𝜀 (f) = 𝜀𝑔

(∞)
(f);  

𝑅𝑔 
𝜀 (f) = 𝛿𝑔

(∞)
(f) which reaches stability after a finite number of 

steps Accordingly one can be defined closing by reconstructing 

with a structuring element (SE) Bø𝑅,𝐵 (𝑓) =  𝑅𝑔  
𝜀 [ 𝛿𝐵 (f)]  

Opening and closing can be done along SE of various 

sizes.Fig1shows that in the fig1b) second Image face is not 

recognized because of low contrast and wearing glasses, fig2 c) 

shows that after preprocessing it has been recognized. 

 

 

 

 

Face Detection : 

The face recognition process used to notice the location of face 

in the image because of variability in the orientation, scale and 

location. Face detection from a single image is challenging 

task. Face recognition is system that determines the location 

and size of human face in digital images. It discovers face and 

it ignores anything else, such as roads, trees, buildings and 

bodies. Face recognition can be observed as a more universal 

case of face localization the task that finds the location and size 

of a known face. In face recognition face is handled and 

matched bitwise with the core face image in the database. In 

this paper face is detected using Viola-Jones Algorithm which 

is more commanding to extract face even in low contrast.fig2b) 

shows that all the  four faces in the image are recognized and 

placed red box around faces. 

Cropping : 

Image cropping separates the detected faces from the imageand 

significant information is carried by them. in fig3.a),b),c) and 

d) face images are cropped images and used as input images for 

face detection algorithm. 

 

 

 

   

RLBP operator : 

Rule Based LBP can be generally described as dynamic 

technique completely defined by the set of rules in a 

neighborhood. The value of technique is represented in regular 

mask on which the rules are applied to harvest a new value. An 

interesting property of rule based local binary pattern is that 

very simple rule that can be resulted in very complex behavior. 

Now consider sample window S3X3and compare each pixel with 

centers of the sample window of size 3x3. All neighboring 

pixels which otherwise greater than the center replace them 

with value 1 replace them with 0 such that gray image is 

converted to binary image. On the binary image the following 

rules have been applied to remove the uncertainty of texture 

classification. 

 

 

http://en.wikipedia.org/wiki/Rotational_symmetry
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1) The column wise counts (CSi) are calculated on sample 

space S3X3 

       3 

Ci= ∑S (CSi, n); where n=1, 2, 3 

       i=1 

𝐶𝑖 = {
1      𝐶𝑖 ≥ 2
0      𝐶𝑖 < 2 

 

 

2) The row wise counts (RSi) are calculated on sample space 

S3X3 

       3 

Ri= ∑S (RSi, m)     where m=1, 2, 3 

      i=1 

𝐶𝑖 = {
1      𝑅𝑖 ≥ 2
0       𝑅𝑖 < 2 

 

 

3) The counts for left diagonal D1 and right diagonal D2 are 

computed on sample space S3x3 

4) From the new sample counts the matrix like is giving blow. 

 

 

 

 

 

 

 

5) work out the LBP operator on new sample space and replace the center pixel. 

 

 

6) Reiteration step1 to step5 on whole images and form the new 

unambiguous image. 

The outcome of this method can be conveniently presented as 

a two-dimensional pattern used in image processing, especially 

with parallel computing. RLBP of 8-bit, segments the Image in 

better way even for Noisy Images and comparatively better 

than conventional methods.in the fig5a), b), c) and d) images 

are output of RLBP. 

 

Local Gradient Patterns : 

In the proposed LGP for face detection a center pixel in an 

image the LGP value is computed by comparing its gray scale 

value with its neighbors based on equations (3) and (4). 

LGPpr = ∑ (2)(i−1) ∗ f1(|gi − gc|) − Th)
p

i=1
                 (3) 

𝑇ℎ = 1/p∑ (|gi − gc)
𝑝
𝑖=1                                                           (4) 

The proposed LGP is virtual homogeneous to the consummated 

LBP magnitude (CLBP_M).The only distinction between these 

two features is that, the LGP calculates the threshold (Th) from 

the mean /average of the entire image LDO. 

 

 

 

Local Orientation Gradient XOR Patterns : 

The conception of RLBP, LGP, and LGXP has been adapted to 

define the   LOGXORP. Given a center pixel in an image, the 

gradients (p=8) are calculated as, 

I 𝐺
𝑔𝑐

=g1-g9                                                       (5) 

                        I 𝑣
𝑔𝑐

 =g3-g7                                                      (6) 

where {g1,g2,g3,g4,g5,g6,g7,g8}|p=8 are the gray values of 

neighbors for a given center pixel  gc. 

The orientation and gradient values are calculated as 

I 𝐺
𝑔𝑐
= √((I ℎ

𝑔𝑐
)
2

+ (I 𝑣
𝑔𝑐
)
2

) ÷ 2                                          (7) 

𝜃𝑔𝑐 = tan
−1 (

(I 𝑣𝑔𝑐

I ℎ𝑔𝑐
)                                                  (8) 

(I 𝐺
𝑔0
) = 

{
 
 
 

 
 
 
0∘ + θgc                I ℎ

𝑔𝑐
≥ 0 𝑎𝑛𝑑I 𝑣

𝑔𝑐
≥ 0

180 − θgc         I ℎ
𝑔𝑐
< 0 𝑎𝑛𝑑I 𝑣

𝑔𝑐
≥ 0

180∘ + θgc          I ℎ
𝑔𝑐
< 0 𝑎𝑛𝑑I 𝑣

𝑔𝑐
< 0

360∘ − θgc          I ℎ
𝑔𝑐
≥ 0 𝑎𝑛𝑑I 𝑣

𝑔𝑐
< 0

               (9) 
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The local gradient XOR patterns (LGXORP) local oriented 

XOR patterns (LOXORP) are calculated as: 

LGXORP=  

[
 
 
 
 
 {𝑄 (I

𝐺
𝑔1
) ⊗ (I 𝐺

𝑔𝑐
)} ,

{𝑄 (I 𝐺
𝑔2
) ⊗ (I 𝐺

𝑔𝑐
)} ,

⋮

{𝑄 (I 𝐺
𝑔𝑝
)⊗ (I 𝐺

𝑔𝑐
)} ]
 
 
 
 
 

                                               (10) 

LOXORP=

[
 
 
 
 
 {𝑄 (I

𝑂
𝑔𝑐
)⊗ (I 𝐺

𝑔𝑐
)} ,

{𝑄 (I 𝑂
𝑔𝑐
)⊗ (I 𝐺

𝑔𝑐
)} ,

⋮

{𝑄 (I 𝑂
𝑔𝑐
)⊗ (I 𝐺

𝑔𝑐
)} ]
 
 
 
 
 

                                                (11) 

Where Q(x) denotes the quantized value of x and represents the 

exclusive or(xor) operation. Similarly, orientation and gradient 

patterns are calculated utilizing diagonal directions 

additionally. For the local pattern with p neighborhoods, 2p 

coalescence of RLBPs is possible resulting in a feature vector 

length (2p). The feature Vector computational cost is very 

high.The uniform patterns are used to reduce the computational 

cost The uniform patterns refer to the uniform appearance 

pattern that has inhibited discontinuities in   the circular binary 

representation.fig1, shows the output of ENI method, fig5 is 

LGXORP output fig6 is LOXORP and fig7 is the final output 

of the proposed method. By the comparison we found that 

proposed method has formed better result than ENI feature 

extraction method           

 

 

 

 

 

 

 

 

CLASSIFICATION PARAMETERS 

Standard Deviation : 

The standard deviation is calculated on gray level image as 

follows 

𝑆𝑡𝑑(𝜎) = √
1

𝑚𝑛
∑ ∑ (𝑓(𝑥, 𝑦) − 𝜇)2𝑛

𝑗=1
𝑚
𝑖=1                       (12) 

Where f(x, y)the gray level is value of the image  m , n are the 

number of rows and     number of columns of the resulting 

image and  μ is the mean of the image. 

 

Mean : 

The mean of the gray level image is calculated as 

𝑀𝑒𝑎𝑛 =
1

𝑚𝑛
∑ ∑ 𝑓(𝑥, 𝑦)𝑛

𝑗=1
𝑚
𝑖=1                                            (13) 

Where f(x, y) is the gray level image and  m and n  are number 

of rows and number of     columns of resulting image. 

Jaccard Index : 

The similarity measures with the Jaccard Index known as 

similarity coefficient of Jaccard very popular and often used as 

similarity indices of binary Image data. The area of overlap 𝐴𝑗 

is calculated between the binary image 𝐵𝑗  and its corresponding 

gold standard image 𝐺𝑖 as shown in equation 

 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝐼𝑛𝑑𝑒𝑥 (𝐴𝑖) =
|𝐵𝑖∩𝐺𝑖|

|𝐵𝑖∪𝐺𝑖|
× 100                                            (14) 

 

If the threshold object and corresponding gold standard image 

𝐺𝑖 (associated ground truth   image) are exactly similar then 

indexed value is 100 and indexed value 0 represents that are 

totally dissimilar, however the higher the values of indicates are 

more similarity. 
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Peak Signal Noise Ratio / MSE : 

PSNR looks at how many pixels in the digital image fluctuates 

from the original image values and by how much value. This 

metric is on the image difference and is calculated by 

 

𝑃𝑆𝑁𝑅(𝑥, 𝑦) = 20 ∗ 𝑙𝑜𝑔10 (
255

√𝑀𝑆𝐸(𝑥,𝑦)
)                                 (15) 

Where the Mean Square Error (MSE) is calculated from 

𝑀𝑆𝐸(𝑥, 𝑦) = ∑ ∑
(𝐼1(𝑥,𝑦)−𝐼2(𝑥,𝑦))

𝑀∗𝑁

𝑁
𝑦=1

𝑀
𝑥=1                     (16) 

 

A higher PSNR indicates a better match. 

 

 

EXPERIMENTAL RESULTS 

This method tested on Standard face databases like Sterling 

face databases, ORL face database and my own databases 

which are developed for my DST projects and quality 

parameters like mean, standard deviation, Jaccard index and 

PSNR are applied on specified databases and results have been 

produced in the form of tables and graphs. We kept only my 

own database Images, graphs and tables in the results. In the 

graphs and tables from P1 to P10 images values are prudthvi 

data base from SP1 to SP10 images are from sivapriya database 

and R1 to R10 are images Rakesh database. The proposed 

method gives better results than existing ENI method because 

mean, Jaccard index and PSNR values are higher than ENI 

method and standard deviation is very nearer to both methods. 

 

 

 
Figure 8: Data Base Images 
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CONCLUSIONS 

In this paper new face recognition technique has been proposed 

to classify the different face databases. The new method 

encodes the images database based on the basis of the XOR 

operation between the central pixel and its neighbors of 

quantized orientation and gradient operations. The performance 

of the proposed has been compared with existing method on 

gray Images. Due to the efficiency of the proposed method it 

can be additionally opportune for other pattern applications 

such as Bio security and other IoT applications. 
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