An Efficient Content Based Image Retrieval Using Block Color Histogram and Color Co-occurrence Matrix
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Abstract
In the present days, Images are widely used everywhere and the image retrieval plays a vital role. Content Based Image Retrieval (CBIR) system is a well-known technique for effective image retrieval. The Proposed CBIR system use color and spatial feature to retrieve similar images. Color histogram is the widely used method to extract color features which liberate translation, rotation and scaling of image and avoid spatial feature. The color co-occurrence matrix extracts spatial feature. The Proposed CBIR system uses 3*3 block color histogram with 1:2:1 proportion of segmentation with weight and color co-occurrence matrix to extract color and spatial feature. The images in the database are indexed with feature vectors by using SR-tree algorithm which is used to increase the speed of retrieval. The feature matching process is carried out using Euclidean distance of color histogram and color co-occurrence matrix and find distance metric. Then the images in the database are sorted using distance metric and required number of images will be retrieved.
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INTRODUCTION
Images are widely used nowadays. Image retrieval employs vital role in Military affairs, education, medical science, agriculture etc. Image retrieval can be classified as context based image retrieval and content based image retrieval. Searching of images using keywords and text instead of image content which is called context based image retrieval, will not give better result. The image contents are color, texture, shape and spatial information. Color Histogram and Color Co-occurrence Matrix are used to extract color and spatial feature from query image and images in database [29].

The multidimensional indexing is used after the process of extracting color and spatial feature and stored the values of Hue, Saturation, Value, Color Histogram and Color co-occurrence matrix with the images for increasing retrieval speed.

The Feature Matching process uses Euclidean distance to sort the images in the database after which fixed numbers of images will be retrieved.

This proposed content based image retrieval system (Figure 1) retrieves more similar images.

The rest of the paper is organized as follows. Review of the literature is summarized in Section II. In Section III, the methods of feature extraction are summarized. In Section IV, Multidimensional indexing is explained. The proposed feature matching process is detailed in Section V. Image retrieval process is explained in Section VI. In Section VII, Application of CBIR is provided. Conclusions are summarized in section VIII. Then the list of references is provided finally.
REVIEW OF LITERATURE

Content Based Image Retrieval (CBIR) System is accessing image in an effective way [1]. The traditional way of an image retrieved using annotated text, lacks the effective description of the image. The main idea of CBIR is to analyze image information by low level features of an image [2], which include color, texture, shape and spatial information of image. CBIR is employed in many areas including military affairs, medical science, education, architectural design etc. CBIR system includes QBIC [3], Photobook [4], VisualSEEk [5], Virage [6], Netra [7] and SIMPLIcity [8] etc. Histogram is the most commonly used technique to describe features of image [13]. The Shape [10], texture [11, 26] and spatial features [12] etc. of the image are taken in account to improve the CBIR. Because of its simplicity and robustness, color is the most effective feature. Color histograms are used to extract color feature [13] for implementation. HSV color space is used to represent color for better human visual perception [14, 15]. Color co-occurrence matrix is formulated only in the HSV color space [9, 16, 27]. Images can be retrieved quickly and accurately by using fused low-level features [13, 28]. In the Feature matching process, the query image is divided into two blocks, and each image in the database is also divided into two blocks and histograms are also calculated separately, comparison was made separately and finally by considering all local histograms a sorted order of best suitable images were generated, final search results were displayed from the sorted order [17, 19]. For Indexing the images in the database, SS-tree indexing is superior for similarity indexing applications Compared with R*-tree indexing [18]. The SR-Tree [24] enhances the disjoint among regions which improves the performance on nearest neighbor queries. The SR-Tree is the best multi dimensional indexing structure among the SS-tree[18,23], the R*-Tree[21,22] and the K-D-B –Tree[20].

Feature extraction

The color and spatial features of image are extracted using color histogram and color co-occurrence matrix respectively.

Color Histogram

Color histogram defined as a set of bins where each bin denotes the probability of pixels in the image being of a particular color. There are two types of color histograms, Global color histograms and Local color histogram. A Global Color Histogram represents one whole image (Figure 2) with a single color histogram.

A Local Color Histogram divides an image into fixed blocks and takes the color histogram of each block. The number of block start with two. By observation, 3*3 block color histogram gives good result and it is better than global color histogram from the human visual perception [13]. The 3*3 block color histogram can be classified into two. These are knows as,

Type 1: Equally divided and same weight given for each division

Type 2: Unequally divided and double the weight given for center division (Figure 3).

In the proposed CBIR System, Type 2 is used with weight (Figure 4). The images in the database and query image are segmented into 3*3 block with 1:2:1 proportion[31]. Color histogram for each block is stored in an array for future use.

For i = 1 to number of images in the database

For j = 1 to 9

IHis[i,j]= ColorHistogram(j)

Next j

Next i

Where i denotes number of image in database and j denotes number of blocks in an image and IHis[i,j] stores color histogram of jth block of ith image in the database.
Color Co-occurrence Matrix

Color co-occurrence matrix (CCM) includes three dimensional matrices where the first dimension and second dimension contain colors of any pair of pixel p and Np and the spatial distance between them along the third dimension. CCM is simplified to represent the number of color (hue) pairs between adjacent pixels in the image. For each pixel in the image, 4-neighbors (horizontal and vertical neighbors) are accounted [16]. The CCM is used to extract spatial feature in this proposed CBIR.

It generated in HSV color space. Hue represents the dominant wavelength in light. It is the term for the pure spectrum colors. Hue is expressed from 0° to 360°. It represent hue of red (starts at 0°), yellow (starts at 60°), green (starts at 120°), cyan (starts at 180°), blue (starts at 240°) and magenta (starts at 300°). All hues can be mixed from three basic hues known as primaries.

Saturation represents the dominance of hue in color. It is intensity of color. Highly saturated color is vivid, low saturated color is muted. There is no saturation in image is grey image.

Value describes the brightness or intensity of the color. It is relative lightness or darkness of color.

The RGB color space is converted into HSV color space. It is quantized in to 16*16. The hue value (hl) is 0 to 15. Each component of CCM can be written as

$$ CCM( i, j) = P(hl_p, hl_{np}, sp(p, Np)) \quad (1) $$

<table>
<thead>
<tr>
<th>Np</th>
<th>90°</th>
<th>P Pixel</th>
<th>Np 0°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Np 180°</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Angles for a pixel

The four matrices representing the neighbor at angle 0°, 90°, 180°, 270°(non diagonal points).

Multi dimensional indexing

The SR-Tree identifies a region by the intersection of bounding rectangle and a bounding sphere. It improves the performance on nearest neighbor queries[32]. The organization of the SR-Tree has its base on R-Tree, R*-Tree and of the SS-Tree. Also the traversal algorithm is same as R* Tree and SS Tree. The SR-Tree differs from R* Tree and SS Tree in the approach of calculating the distance from the search point to every region. The performance test shows it is more efficient for fewer uniform data set. The proposed CBIR has the process of the feature vectors are stored with images using the SR–Tree algorithm for increasing similarity searching efficiency.

Feature matching process

The feature matching process is used to match the features between query image and images in the database. The multidimensional indexing is used to retrieve feature vectors quickly for feature matching process. The proposed CBIR is using Euclidean distance for feature matching process[30]. The Euclidean distance value is small which means these are similar images.

The following algorithms are used to find the Euclidean distance value between query image and images in the database.

Algorithm for measuring similarity between query image and the images in database using Euclidean distance of weighted 3×3 block color histogram (EDwbch(Ij))

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Input Query Image (Q) and Image Database(Ij) Where j ranges from 1 to no of images in the database.</td>
</tr>
<tr>
<td>2</td>
<td>Read the Query Image (Q).</td>
</tr>
<tr>
<td>3</td>
<td>The image can be segmented into 3×3 block according to the Proportion 1:2:1(Qi where i ranges from 1 to 9).</td>
</tr>
<tr>
<td>4</td>
<td>Calculate the histogram for each block of the Query Image separately.</td>
</tr>
<tr>
<td>5</td>
<td>Read the image (Ij) from the given database.</td>
</tr>
<tr>
<td>6</td>
<td>Do the step 3 – 5 for all the images in the database and stored as an array for future use.</td>
</tr>
<tr>
<td>7</td>
<td>Compare the 1st block color histogram of image in database with 1st block color histogram of query image using Euclidean distance $d_i = \sqrt{\sum_{i=1}^{N} (w_i - Q_i)^2}$. The distance is calculated as $EDwbch(Ij) = \sum_{i=1}^{P} Wi di$, where $Wi$ is the weight of the i-th block and $di$ is the Euclidean distance of the i-th block.</td>
</tr>
<tr>
<td>8</td>
<td>The distance marked as $EDwbch(Ij)$ where $EDwbch(Ij)$ is weighted Euclidean distance of the image in the database(Ij).</td>
</tr>
<tr>
<td>9</td>
<td>Continue the step 7 and 8 until all the images are to be read from the image database.</td>
</tr>
</tbody>
</table>

By using this algorithm, the color histogram of nine blocks in an image compare with color histogram of nine blocks in query image by using Euclidean distance. The resultant value is known as $EDwbch (Ij)$. This process is followed all the images in database.
Algorithm for similarity measure using Euclidean distance of Color Co-occurrence Matrix of HSV of a pixel (EDccm(Ij)).

Step 1: Load the Image Database(Ij, Where j ranges from 1 to number of images in the database).

Step 2: Quantization means reducing the number of color bins in a histogram by taking similar colors put into same bin. Quantize the images in image database for [16, 16].

Step 3: Convert the images from RGB to HSV Color Space.

\[ H = \left( \cos^{-1} \frac{1}{2} \left[ \frac{(R-G) + (R-B)}{\sqrt{(R-G)^2 + (R-B)(G-B)}} \right] \right) \]

\[ S = \frac{1 - 3 \left( \min(R, G, B) \right)}{R + G + B} \]

\[ V = \frac{1}{3} (R + G + B) \]

Step 4: Formulate CCM for all images in the database.

Step 5: Load the Query image(Q) and apply the procedure 2-4 to find CCM values of Query image.

Step 6: Determine the Euclidean distance of Query image with image in the database.

Step 7: The distance of Color co-occurrence matrix is marked as EDccm(Ij) of the image in the database.

By using this algorithm, we determine Euclidean distance between query image and images in the database (EDwbch(Ij)) for all images using color co-occurrence matrix of HSV of a pixel. The images in the database are sorted using the addition of distance values (EDwbch(Ij) + EDccm(Ij)) in the database.

Image retrieval

The images are sorted in the image database in ascending order based on sum of Euclidean distance value of color histogram and color co-occurrence matrix. The Euclidean distance is small which means the image is similar image. The fixed number of images is to be retrieved from the beginning of the database.

Implementation of CBIR

The experimental result (Table 1) shows that the proposed CBIR can be used in many image retrieval problems. This experiment is implemented in MATLAB. The images which are retrieved have feature vectors closest to the query image(Figure 8). The image retrieval performance of the system can be measured in terms of Precision (Figure 6) and Recall (Figure 7).

\[ \text{Precision} = \frac{\text{Number of relevant images retrieved}}{\text{Total no of images to be retrieved}} \]

\[ \text{Recall} = \frac{\text{Number of relevant images retrieved}}{\text{Total no of relevant images in database}} \]

The work implementation is,

1. **Image Database**: The Experiment is used Wang Image dataset.
2. **Feature Vector**: Compute color histogram for each block in the 3*3 block with 1:2:1 segmented image and color co-occurrence matrix and treated as feature vectors.
3. **Indexing**: Using SR-Tree algorithm for multidimensional indexing the feature vectors for future retrieval quickly.
4. **Matching**: To calculate distance between query image and database images using Euclidean distance.
5. **Retrieval Efficiency**: Precision and Recall were calculated to evaluate the retrieval performance by using color images in Wang image database.

<table>
<thead>
<tr>
<th>Category</th>
<th>Base System Result</th>
<th>Proposed system Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>African</td>
<td>68</td>
<td>14</td>
</tr>
<tr>
<td>Beach</td>
<td>54</td>
<td>19</td>
</tr>
<tr>
<td>Monument</td>
<td>56</td>
<td>17</td>
</tr>
<tr>
<td>Buses</td>
<td>89</td>
<td>12</td>
</tr>
<tr>
<td>Dinosaurs</td>
<td>99</td>
<td>10</td>
</tr>
<tr>
<td>Elephants</td>
<td>66</td>
<td>15</td>
</tr>
<tr>
<td>Flowers</td>
<td>89</td>
<td>11</td>
</tr>
<tr>
<td>Horses</td>
<td>80</td>
<td>13</td>
</tr>
<tr>
<td>Mountains</td>
<td>52</td>
<td>21</td>
</tr>
<tr>
<td>Food</td>
<td>73</td>
<td>13</td>
</tr>
</tbody>
</table>

**Figure 6**: Precision Comparison between Base and Proposed System
The Base system used color and texture feature to retrieve images from the database. The Proposed system is using color and spatial feature.

Figure 7: Recall Comparison between Base and Proposed System

Figure 8: Sample query (The image on the top left is the query) & Arranged from left to right and top to bottom are the retrieved images.

CONCLUSION
The Proposed CBIR system is using color and spatial feature. The Feature extraction can be carried out by using 3x3 block color Histogram for color feature and Color Co-occurrence Matrix of HSV of a pixel for spatial feature. The feature matching process is using Euclidean distance after which images are sorted in ascending order and the fixed number of images is to be retrieved. In future, the image classification has to be adding to reduce the images in the search space which helps to increase the speed of retrieval and also to retrieve more similar images.
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