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Abstract 

This paper presents an analysis of the performance of three 

different computers when training 2 convolutional neural 

network architectures, based on the description of the 

characteristics of the processor and graphics card that each 

computer has. The architectures used have as input images of 

size 64x64 and 128x128, and their training is done with a 

dataset of 1400 images in total. After training in each 

computer, different parameters obtained from this training and 

the validation of the architectures will be compared, where the 

main parameter to be considered is the time each equipment 

uses to finish the training of 300 epochs, and in general the 

behavior that they had during the training, obtaining 

similarities in the accuracy reached, of about 85%, but with 

time differences taken to finish the training of between 1 to 9 

hours, depending on the CNN architecture trained. With these 

comparisons, the user is given a selection criterion of portable 

computing equipment for effecting neural convolutional 

networks. 

Keywords: Convolutional Neural Network, GPU, Computer 

Processing, Training Time, MATLAB. 

 

INTRODUCTION 

Artificial neural networks have been used on a large scale 

during the last decade [1][2], with the emergence of different 

types of neural networks, such as recurrent neural networks, 

deep belief neural networks, convolutional neural networks, 

and even combinations of kinds neural networks. Because 

they have been successful in their different applications, more 

robust developments have begun to be implemented, 

especially within the convolutional neural networks (CNN) 

[3]. 

CNN [4] is mainly oriented to the recognition of patterns in 

images, whose applications range from basic developments in 

handwriting recognition [5], hand gestures [6] or even object 

classification with simple patterns, such as pedestrians [7], to 

more complex and robust applications such as recognition of 

pathologies in medicine such as cancer [8], malaria [9] and 

atherosclerosis [10]. Its field of action even includes 

applications that leave the frame of the images, entering the 

voice recognition [11]. 

Because CNNs involve the use and processing of images, and 

that their training requires robust databases, usually of the 

order of hundreds of images per trained category, the 

computational cost for such training has been growing in 

recent years, taking long time to achieve high performance, 

which impacts on the convergence of results in the 

development of research or applications of very high 

performance in the short term. From this problem was derived 

in the use of the graphic cards to support the dense 

calculations and to reduce the times of the training. However, 

according to the application, long training times, ranging from 

hours to days, are still required, as described in [12], where to 

classify 1000 categories with 1.2 million images, it was 

necessary to use two GTX 580 graphic cards (GPU) of 3GB 

of memory, where CNN training took up to 6 days to get error 

rates of 36.7%. 

To reduce the computational cost and to make faster the 

processing of any type of neural network, different techniques 

have been developed to optimize the calculation time that the 

GPU does [13][14][15], however, if these are applied to low-

capacity GPUs or processors, the improvement in the times 

used in the calculations will not be relevant. On the other 

hand, the training of neural networks with robust databases 

are made in high performance computers that contain more 

than 3 GPUs, however, these computers have high costs and 

are not portable, so users, such as students or researchers, use 

laptops to perform network trainings. Such equipment has low 

processing capabilities compared to high performance 

computers. Considering this, it is important to know the 

characteristics of portable computers and their performance 

when training neural networks, for this reason, in this work 

the comparison of portable computers with different hardware 

characteristics is done with the objective of granting users a 

criterion of selection of the computer according to the 

requirements and needs for the training of neural networks, in 

this case, convolutional neural networks. 

This paper presents the comparison of three different 

notebook computers with respect to time and behavior in the 

training of a convolutional neural network. The paper is 
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divided into 3 sections, where section 2 describes the 

characteristics of both the computers and the CNN 

architectures used for the comparison, section 3 presents the 

results of the trainings under each computer architecture and 

finally, section 4 gives the conclusions obtained. 

 

MATERIALS AND METHODS  

This work focuses on analyzing the performance of the 

processing in 3 different notebook architectures at the time of 

the training of the same architecture of a convolutional neural 

network, under the same conditions, doing variations that 

show the capacities and benefits of a specific computer 

equipment. For comparison, different parameters obtained 

during the training are observed, which are: Capability to train 

the predetermined architectures, Training time and Accuracy 

obtained by the network. The programming environment is 

implemented in MATLAB® software and running on Intel® 

processors and NVIDIA® graphics cards. 

 

A. Computer Characteristics 

To perform the comparison of the processing in the training of 

the CNN, between the three different computers, it is 

necessary to know the characteristics of each one, both of its 

processor and of the GPU, because in their execution both are 

used in parallel during the training, both for mathematical 

calculations and in the processing of the images. Given this, 

0and 0 shows the details of the processors and GPUs of each 

computer. 

As it can be seen, each computer has different characteristics 

in both the processor and the GPU, where the computer with 

features of lower capability is the PC1 although it has a high 

capability RAM. For this equipment, a score of 3.0 is obtained 

in the computing capability that MATLAB gives to GPUs, 

which is the lowest rating the software allows to perform 

CNN trainings. On the other hand, PC2 and 3 have somewhat 

more equitable characteristics, differing notably in the size of 

the RAM within the general description of the computer, and 

the Clock rate of the GPU, giving an obvious advantage in the 

qualification obtained (see 0). 

 

B. Datasets and CNN Architectures 

To do the training, a training and a validation database are 

built, which consist of 7 categories to recognize, which are 

different hand gestures labeled “Forward”, “Backwards”, 

“Stop”, “Up”, “Down”, “Right” and “Left”. Each training 

category consists of 200 images in JPG format in RGB color 

scale, with variable square sizes, obtaining a total of 1400 

images that will form the database. For validation, each 

category consists of 20 images, for a total of 140. An example 

of each category is shown in 0. Because all images have 

different sizes, the input size defined for the architectures will 

be done with a resize function during training.  

For training on each computer, the same CNN architectures 

will be used to have an equivalent baseline. For this, two 

architectures with the same level of depth are built, but 

varying different parameters, as for example, one where the 

input will be of images of size 64x64 for architecture 1 (Arq1) 

and 128x128 for architecture 2 (Arq2). Given this, the two 

defined architectures, with their different parameters, are 

defined in 0 

The kernel is defined by the size of the filter, the step with 

which the filter moves (S) and the addition of zeros at the 

borders of the image (P). In addition, it must be taken into 

account that each convolution layer has an additional ReLU 

activation layer and the first two fully-connected layers have a 

ReLU layer followed by a Dropout layer [16] with a 50% 

disconnection. 

The parameterization of one architecture having a larger batch 

size than the other is due to the processing capacity of PC1, 

since with a larger batch, the CUDA, or parallel computing 

architecture of the GPU, tends to have execution errors for 

 

Figure 1: Examples of the Dataset categories. 

Table I: Computer Characteristics 

 PC1 PC2  PC3 

Processor i7-4510U i7-4710HQ  i7-7700HQ 

Generation 

4th 

Generation 

Intel® 
Core™ 

4th 

Generation 

Intel® 
Core™ 

 7th 

Generation 

Intel® 
Core™ 

Num. Cores 2 4  4 

Frequency 2,00 GHz 2,50 GHz  2,80 GHz 

RAM 16 GB 8 GB  16 GB 

OS Win10 x64 Win10 x64  Win10 x64 

Table II: GPU Characteristics 

 GPU PC1 GPU PC2 GPU PC3 

GPU 
GeForce GT 

750M 
GeForce GTX 

850M 
GeForce GTX 

1050 Ti 

Total Memory 
2048 MB 

GDDR5 

4096 MB 

DDR3 

4096 MB 

GDDR5 

Multiprocessor 

Count 
2 5 6 

CUDA Cores 384 640 768 

Clock Rate 941 MHz 901 MHz 1493 MHz 

MATLAB Capability 

Score 
3.0 5.0 6.1 
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long waiting times when processing a certain amount of data, 

that is, it is not able to start or finish training by data 

saturation or memory overflow. 

On the other hand, a slow learning rate is used with the 

objective that, in the 300 epochs in which the architectures are 

trained, these manage to achieve a training accuracy of at least 

95%. 

An important parameter that must be initialized to avoid very 

variable behaviors in the trainings performed in each 

computer and that all have the same initial parameters, are the 

initial values of the first convolution layer and fully-

connected, since in order to do the initialization, random 

values are used and due to this, if this process were done again 

in each training, the initial values would change and this 

would affect the amount of calculations necessary for the 

neural network to converge to a high training accuracy, and 

therefore, a comparison would not be really under the same 

conditions on all equipment. Given this, an initialization of 

random values of these layers is done once for Arq1 and for 

Arq2, which will be loaded as initial parameters in each 

training. 

 

Results and Discussions 

Once the databases and the architectures are defined and 

initialized, the training of the networks in each computer is 

carried out. At the end of the training, different comparison 

parameters are obtained to verify the performance of each PC 

and make the respective comparison. 

 

A. Training comparison for Arq1 

The first parameter of comparison is the time that each 

computer takes to perform the respective training. 0 illustrates 

the time taken by the 3 computers to complete the respective 

training, where it can be observed that the PC1 uses much 

more time than the other two computers, in other words, while 

PC2 and PC3 were able to train the architectures in less than 

120 minutes (2 hours), PC1 finished the training in a time 

greater than 4 hours, i.e. it took more than two times longer to 

complete the training, regardless of whether the PC1 GPU 

(941 MHz) has a higher speed than PC2 (901 MHz) and its 

RAM has also better capability. In addition, although the PC2 

and PC3 characteristics of the GPU do not differ so drastically 

in their characteristics, only in speed, PC2 spent a little less 

than twice the time required by PC3 to perform the training.  

 

The second and third parameter is the accuracy that was 

reached in the training and training loss obtained, 

respectively. As can be seen in 0 and 0, the behavior of both 

Table III: Architectures Implemented and Their Training 
parameters 

Architecture Arq1 Arq2 

Type Kernel Filters Kernel Filters 

Input 64 x 64 - 128 x 128 - 

Convolution 4x4 
S=1 

P=2 
32 8x8 S=1 32 

Convolution 4x4 
S=1 

P=2 
64 8x8 S=1 32 

MaxPooling 2x2 
S=2 

P=2 
- 2x2 

S=2 

P=1 
- 

Convolution 5x5 S=1 128 10x10 S=1 64 

Convolution 5x5 S=1 128 10x10 S=1 64 

MaxPooling 2x2 S=2 - 2x2 S=2   

Convolution 4x4 S=1 256 7x7 S=1 128 

MaxPooling 2x2 S=2 - 2x2 S=2 - 

Fully-

Connected 
1 512 1 256 

Fully-

Connected 
1 1024 1 512 

Fully-

Connected 
1 7 1 7 

Softmax 7 - 7 - 

 

Learning Rate 0.0001 0.0001 

Batch Size 100 56 

Training 

Epochs 
300 300 

 

 

Figure 2: Training Accuracy for Arq1. 

 

Figure 1: Training Time for Arq1 in each PC. 
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accuracy and loss was very similar in each of the computers, 

i.e. although one is delayed more than another, the behavior at 

the moment of calculations of both weights and bias will 

converge in the same way (it have to be taken into account 

that each architecture is initialized in the same way on all 3 

computers). However, it can also be seen that, although the 

variation was small, PC1 started to obtain better results, but as 

epochs passed, it started to be slightly behind. 

 

B. Training comparison for Arq2 

For architecture 2 the same comparison parameters for the 3 

computers are evaluated. With respect to the first parameter 

(Training Time), in 0 it is observed that the time used has the 

same growth relation as with Arq1 in terms of the size of the 

input, i.e., that the input image is twice as large. However, 

using half the number of filters in Arq1 caused the number of 

calculations to be reduced by half, compensating for the 

computational cost caused by the size of the filters, which 

were twice as large as those used in Arq1. 

With regard to the following two parameters, a similar 

behavior was observed between the three computers, with the 

only difference that the training performed with the PC1 

obtained a slightly better behavior, i.e., its accuracy grew 

faster than those obtained in PC2 and PC3, therefore, the 

training loss also decreased faster, as illustrated in 0 and 0. 

 

C. Validation of the architectures trained 

With the networks already trained, it is proceeded to obtain a 

last comparison parameter called validation accuracy which is 

obtained using the built test dataset, in order to verify which is 

the greater practical accuracy reached and how much it varies 

between one computer and another. To obtain this result, 

confusion matrices are used to not only observe the overall 

accuracy, but also how they recognized each of the categories. 

 0 shows the results obtained in both training and validation, 

where each computer can be compared in a better way. 

 

Figure 3: Training Loss for Arq1. 

 

Figure 4: Training Time for Arq2 in each PC. 

 

Figure 5: Training Accuracy for Arq2. 

 

Figure 6: Training Loss for Arq2. 

Fig. 1.  
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In this table it can be seen the total execution time of the 

trainings for 300 epochs, evidencing the great time difference. 

Although MATLAB rates the processing power of the PC3 

GPU twice as good as that of PC1, the results obtained give an 

overall capability of more than 5 times of processing when 

training the network with the Arq2, and approximately 4 times 

with the Arq1. For this reason, because MATLAB does not 

take into account the type of the processor, it cannot be 

deduced that the reduction of the execution time will be 

equivalent to the comparison of the GPU scores granted by 

MATLAB, since the processor can have a substantial 

influence on the execution of calculations that do not need to 

be performed by the GPU. 

On the other hand, there are other results within the training 

that have some degree of incongruence. Since the 

architectures were initialized identically in the 3-equipment 

tested, the training result would converge to a similar 

validation result, however, although comparing the training of 

Arq1 between PC1 and PC2/3, resulting in an identical 

accuracy, in the training of Arq2, the PC1’s accuracy was 

higher by about 3%, also obtaining this accuracy at an epoch 

well below other computers. In spite of this, the trend of 

recognition between categories was very similar between the 

best epochs obtained from the two architectures. 

In general, the training and validations showed similar 

tendencies or results close to each other, and taking into 

account the processing time in which the training of the 

architectures was carried out, the best performance was 

obtained by PC3. 

CONCLUSIONS 

This work showed a comparison between three different 

computers with variable characteristics in both the processor 

and the GPU, performing a demonstration of computational 

capability through an important parameter when using neural 

networks, in this case CNN, which is the time in which a 

network is trained. With this, it is easier to have a criterion of 

choice of computational capability that a computer requires 

according to the needs of the user in both the processor and 

the graphics card, focused on the performance of these 

trainings.  

Within the training of neural networks, it should be 

considered different computational aspects, such as the 

capability of the GPU to use and even multiprocesses that it 

can execute, since an algorithm with a very high 

computational cost can prevent training or even generate 

errors of data processing and possibly errors within the same 

operating system or computer drivers. In this context, it can be 

inferred that the amount of CUDA cores and mainly the 

amount of multiprocessors that a graphics card has may mean 

a drastic variation in processing capacity during CNN 

training, additionally, when the characteristics are similar in 

these two aspects, the GPU speed may play an important role 

in training times. 

An important criterion for choosing a portable computer is the 

maximum capacity it has when performing neural network 

training, especially with respect to the GPU. An example of 

this occurred within the tests performed, where it was 

observed that PC1 has a maximum processing capability for a 

Table IV: Overall Results 

Architecture Arq1 Arq2 

Computer PC1 PC2 PC3 PC1 PC2 PC3 

Training time (min) 290.75 109.80 73.83 706.51 208.39 136.53 

Best Epoch 255 256 284 211 267 250 

Epoch Training Accuracy 95.00% 95.00% 97.00% 96.43% 100.00% 98.21% 

Epoch Training Loss 0.1240 0.1091 0.1010 0.1135 0.0056 0.0242 

Epoch Validation Accuracy 85.00% 85.00% 85.00% 88.57% 85.00% 85.71% 

Recognition (Max. 20 img) 

Forward 17 17 17 17 17 16 

Backwards 11 12 11 11 12 12 

Stop 15 15 15 17 15 16 

Up 20 20 20 20 20 20 

Down 18 18 19 19 18 19 

Right 19 20 19 20 20 19 

Left 19 17 18 20 17 18 
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CNN architecture like Arq2, since both a larger image size 

and the use of a larger batch would result in a GPU memory 

overflow error, i.e. the amount of calculations and data stored 

is greater than the storage capacity of the GPU. 
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