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Abstract

In natural language processing (NLP), resources include two
main types: data and tools. In which, the data resource plays
an important role in the development and improvement for the
quality as well as the performance of NLP tools. Especially,
machine translation systems (translators) using on-going
translation methods such as statistical or neural approaches
need big volume of data resources in terms of sentences,
phrases, terms or/and lexis. However, the existing data
resources used for machine translation systems, particularly
Vietnamese-related, are still very small, heterogeneous and
separated causing the obstacle and limitation for developing
translators and tools with the good quality.

In this paper, we propose our solutions to build a system for
exploiting existing data resources in NLP to create a
homogenous and large data resource serving for developing
and improving the quality of NLP tools and translators,
especially Vietnamese-related. The proposed system has been
successfully implemented and experimented basing on
solutions related to the enhancement, unification and
conversion of existing NLP data resources to create a very
large data resource with homogeneous format and structure.

Keywords: natural language processing -
corpus - dictionary - large NLP data resources
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INTRODUCTION

Data resources in natural language processing (NLP) play a
crucial role for NLP systems. The quality and performance of
NLP systems, especially Machine translation (MT) systems,
depends much not just on algorithms, approaches but also on
the volume and quality of data resources serving them.
Indeed, in order to develop a statistical MT, we usually need a
data resource about 50M-2000M aligned words [[9]]; whereas
for a neural MT, we need a corpus with several times large
compared to a statistical MT [[1]][[2]]. Meanwhile, existing
popular corpora such as EuroParl, BTEC, ANC, ICE [[1]],
[[13], [14]]; or dictionaries: Deutsches Worterbuch, Oxford

English, Gregg Cox [[16]] are still modest in terms of volume
and quality for the real life need to develop good MT systems
and NLP tools. Especially, regarding under resourced
languages such as Vietnamese, minority languages, this
problem is much more emergent because there is currently
just a very few data resources with modest size and quality
that we can find.

In order to overcome this limitation, there have been a number
of researches and works relating to collect and create NLP
data resources from multilingual resources with various
approaches as following:

e Extending parallel corpora by calling MT system to
translate source sentences of existing corpora into
respective ones in other languages, then post-editing the
translated sentences [[8]].

e Building parallel corpora from multiple websites or
aligned documents with proposed methods and
algorithms ~ for automatically extracting aligned
sentences from multilingual websites or aligned
documents to create parallel corpora [[1],[10],[11]],

(511, [[411.

e Building lexical dictionaries from parallel corpora or
websites by using approaches based on word alignment
on parallel corpora or multilingual websites [[6]].

Despite these approaches enable creating quite large corpora
and dictionaries such as BNC, EuroParl, BTEC, ANC, ICE
corpora; Deutsches Wdrterbuch, Oxford English, Gregg Cox
dictionaries, these data resources are still limited regarding
their size, covered domains and languages for the practical
needs [[3]]. Furthermore, they were divergently constructed
by various individuals or organizations, and they are located
in dispersed places so that it’s very inefficient and
inconvenient to exploit, use and share them.

Therefore, in this paper, we focus on proposing solutions to
build a system for exploiting existing data resources to create
larger data resources with homogeneous format and structure.
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Figure 1: System for exploiting and creating homogenous and large data resource

Our proposed solution of exploiting existing data resources
includes in two approaches as follows:

(1) Exploiting data resources based on enhancement of
quality and extension of languages,

(2) Exploiting data resources based on unification and
conversion of data, formats and structures.

SOLUTION OF EXPLOITING DATA RESOURCES
BASED ON ENHANCEMENT OF QUALITY AND
EXTENSION OF LANGUAGES

As mentioned, the existing data resources in NLP have not
only small size but also limited quality. Therefore, in order to
effectively exploit them to serve for NLP tools/systems, we
need to find solutions to enhance their quality and to extend
their size. In this section, we focus on proposing solutions to
enhance the quality and to extend languages of data resources
in terms of corpora.

Almost NLP corpora have been created by automatic
collection approaches from multilingual texts or websites,
thus their quality is very low. Our solution is to develop a
system enabling and facilitating human to enhance their
quality via the post-editing process. The post-editing is known
as the process of correcting and editing data of corpora to
enhance the quality.

Because a corpus is not only a collection of rough segments,
but a collection of documents, with simple or complex
structures, therefore the proposed system allows also the
creation and the organization of corpus translation easily and
efficiently.

In order to conduct a corpus translation in the proposed
system, the process must include in 6 steps (1) creates a
translation project name along with users groups including
accounts for human translators and project managers, (2)
defines human translators’ profiles , (3) imports the source
corpus, (4) preprocesses the source corpus if necessary (by

segmenting, converting, verifying, correcting it), (5) calls
various Machine Translation systems to get translation
suggestions, (6) assigns translation tasks to human translators
if no suggestion is available or releases the corpus for
collaboratively post-editing (translating), and finally (7)
exports the results as files and/or makes them visible as web
pages.

Regarding step (5), the proposed system also enables the
translation of source segments by a translation memory by
search in the translation memory (TM). The search in TM is
implemented through exact match or an ad hoc function (for
example uses a language model) or a score given by the
administrator in the MT system profile.

SOLUTIONS OF EXPLOITING DATA RESOURCES
BASED ON UNIFICATION AND CONVERSION OF
DATA, FORMATS AND STRUCTURES

As mentioned in previous section, each of existing NLP data
resources is still small compared to the practical needs to
develop good MT systems with new approaches such as
neural or statistical MT methods. However, if we can connect
all or a part of the existing NLP data resources together, they
will become much more useful and valuable. With this
solution, we can obtain data resources big enough using in
natural language processing and improving the quality of NLP
systems, especially neural or statistical MT systems.

The problem is that, as mentioned, the existing data resources
have heterogeneous data, formats and structures. Therefore, in
this section we propose algorithms and solutions to unify and
convert existing data resources in terms of corpora and
dictionary databases to create a larger data resource with
homogeneous format and structures. Our solutions focus on
three aspects including data, languages and format/structures
unifications.
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Data unification

Unifying data of NLP resources is the process of comparing
and matching data units between two source data resources to
select relevant data units for creating the unified one. In
general, suppose that each corpus or dictionary is a set of data
units (sentences or words), the unified NLP data resource is
then the result of union calculation of source NLP data
resources, as presented by the following formula and
illustrative figure.

Ru=UL R 1)

Where, Ry, is the destination resource created from unifying
various data resources, R; with the same language pairs. The
proposed algorithm of unifying two NLP data resources is as
follows:

Input:  Ri1= (X1, Y2), Ro=(Myq, Ni3)

Output: Ry =RiXR2={ (X1, ¥12), (M1, Nyi3), (Y2, Ni3)
}

LR, €< R;

2: R, € Ry

3:fori:x € Xy do
4: forj:m; € M1 do
5: if f(x;) = f(m;) then

6: Ru € (Yi, M) /1 ¥i € Y12, nj € Nis
7 end if

8: end for

9: end for

Input:  R1=(Xyq, ¥i2), Ro= (M, Np2)
Output: Ri=RiURe=((X+ M)y, (Y+N);2)
1: Ry € max(Ri, R2)

2:fori:m; € My1do

3: forj:xj € Xido

4 if f(mi) = f(x;) then

5: Ry €< (mi, ny)
6: end if

7:  end for

8: end for

Languages unification

Unifying languages of NLP data resources is the same process
of data unification that includes in two cases: (1) linkage and
map of data via a common language, and (2) alignment of
data in two languages.

(1) Linkage and map of data via a common language is the
process of matching data units in the common language of
two data resources to bridge the alignment of data units in the
two remaining languages. If we see each data resource as a set
of language pairs, then the unified data resource is resulted by
the Descartes’s calculation of sets of language pairs of the
source data resources as presented by the following formula
and figure:

Ru=R1 X Rz ={(Li, Lj) | Li € Ry, Lj € R:} 2

The proposed algorithm of data unification via a common
language is as follows:

(2) Alignment of data in two languages is the process of
unifying NLP data resources with totally different language
pairs. Similarly to case (1), if we see each data resource as a
set of language pairs, then the unified data resource is also
resulted by the Descartes’s calculation of sets of language
pairs of the source data resources as presented by the
following formula and figure:

Ru=R1 X Rz ={(Li, Lj) | Li € Ry, Lj € Ra} 3)

Thus, in order to unify two NLP data resources with totally
different language pairs, first we select two any languages
from two data resources to align, then from this alignment we
align the remaining language pairs. Therefore, unifying NLP
data resources with totally different language pairs is indeed
the problem of aligning data units in two languages of two
data resources which can be presented by the following
formula:

Ru={(Xy) | XE€ Ryp1y NYE Ry N f(X) ® ()} (4)

Where, X is a data unit in language L1 of NLP data resource
Rir1, y is a data unit in language L2 of NLP data resource Ra.»
and f is a function calculating the similarity between x and y.

The proposed algorithm for unifying two NLP data resources
with totally different language pairs is as follows:

Input:  Ri=(Xpq, Yy2), R2= (M3, Np4)

Output: Ry=RixR2=={(Li, Lj) | Li € Ry, Lj € R}
1R, € R;

2R € R

3:fori:xi €Xpydo

4: forj:mj € Mz do

5: if f(x;) = f(m;) then
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6: Ru €< (X, my)

7. Ro€ (yim)/Ilyi€ Yo

8: Ry € (Xi, m) // nj € N4

9: Ru € (vi, M) /1 yi € Y12, nj € Nis
10:  endif

11: end for

12: end for

Formats/structures conversion

As discussed, NLP data resources have various formats and
structures because they have been built in different contexts
and purposes. In order to unify or merge NLP data resources
into a large one, it is necessary to define a common format
and structure enabling to represent as many NLP data
resources as possible.

Regarding defining a common structure and format for the
unified data resources, we have studied and analyzed several
popular kinds of corpora and dictionaries to find the relations
between them. In relation to dictionaries, we studied and
analyzed monolingual, bilingual and multilingual dictionaries
such as Deutsches Worterbuch, Oxford English, Gregg Cox,
Lac Viet MTD, Tflat, Vlook, VDict, Babylon, Evtran. In
relation to corpora, we studied and analyzed EuroParl, BTEC,
OPUS, JRC-AQUIS, ERIM, EOLSS, and DATIC.

From the common format and structure, we then build tools

converting existing NLP data resources into a unified one with
the common structure and format.

IMPLEMENTATION OF A SYSTEM FOR
EXPLOITING AND CREATING HOMOGENEOUS
AND GIANT RESOURCES

Based on proposed solutions in the previous sections, we
implement a system for exploiting and creating homogeneous
and large data resources with general architecture as follows:

The system is a web-oriented system supporting MT post-
editing, and measures of the effort spent by a bilingual person
to produce good (HQ) translations from the MT output. It can
help humans understand texts in foreign languages (MT for
watchers: intelligence, web browsing...), or produce HQ
translations (MT for translators, interactive MT for
monolingual users), or communicate (support of bilingual
dialogues).

The system interface is implemented following presentation
principles:

e Verticality: all objects of the same type should
appear in the same "column”.

e Horizontality: all objects linked with the same source

segment  (possibly including its corrections)
constitute a "polyphrase” and are presented in the
same "row".

e No direct manipulation of the presentation

parameters, but modifications of parameters.

Source (english) Postedit (french) (515/515=100.0 %)

| —

Suggestions

Page E

vitesse de longues vagues de gravité
selon 1l'équation

with a velocity of long gravity water
waves in accordance with the equation

The wave propagates from the source #|L.'onde se propage de la source avec une

I( << kemso) The vague propage de la source avec une vélocité de longues vagues de
J'eau de la gravité conformément & I'éguation

<< Systran ) La vague propage de |a source avec une vitesse de longues vagues d'eau
de pesanteur selon I'équation

la gravité, et H est la profondeur du
bassin.

gravity, and H is the depth of the
basin.

) o ¢ Done by Margot Bargerand in 27 5. | 10 B

Quality Level === 4 e
by Margot Bergerand in 106 4—%—1_&
where g is the acceleration due to #Dans laquelle g est 1'accélération due a << Reverso ) where g est I'accélération di & gravité et I'H est la profondeur de la cuvette

dueala

(ecommn) i oig st

bassin
F)
s

, et H est la profondeur du

Because the average depth of the
world ocean is 4 km, the typical
wvelocity of tsunami in the ocean is 200 m

s or720kmn’!

Z[Puisque la profondeur moyenne de ces
océans du monde est de 4 kilométres,

est de 200 m s<sup>-1</sup> ou de 720
kilométres h<sup>-1</sup>.

ook Done by Margot Bergerand in 25 s. 10 B

la
vitesse typique d'un tsunami dans 1'océan

l( << Reverso ) Because la profondeur moyenne de l'océan mondial est 4 km, la vélocité
typique de tsunami dans I'océan est s de 200 m < soupez > -1 </ soupez > ou h de 720
kms < soupez > -1 </ soupez >

Puisque la profondeur moyenne de l'océan du monde est de 4 kilométres,
Ja vitesse typique du tsunami dans l'océan est de 200 ms™' ou de 720 kilométres !
raa

Such a wave, propagating with the Z[Une telle vague, se propageant a la
velocity of an airplane, may traverse vitesse d'un avion, peut traverser
the Pacific ocean in 10-12 hours and bring 1'océan pacifique en 10-12 heures et

down a wall of water 10 m high with & une vitesse de plus de 70 kilométres
velocity of more than 70 km h™! upon a h<sup>-1</sup> sur une plage calme.

calm ocean beach.

abaisser un mur d'eau de 10m de haut avec

I( << Reverso ) Such une vague, en propageant avec la vélocité d'un avion, peut traverser
Focéan Du Pacifique en 10-12 heures et apporter en bas un mur d'eau 10 m haut avec une
Mélocité de plus qu'h de 70 kms < soupez > -1 </ soupez > sur une plage d'océan calme
Une telle vague, propageant avec la vitesse d'un avion, peut traverser
Jocéan pacifique en 10-12 heures et réduire un mur d'eau 10m haut avec une vitesse de

plus de 70 kilométres n"! sur une plage calme d'océan

Figure 2: Architecture and interface of the system exploiting and creating NLP data resources
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Regarding data format and structure, we propose the common
format and structure for dictionary data following the Dict.org
in which data is structured into two files, one is an index file
and another contains word definitions.

The format of the index file is presented as follows:
headword1{tab}offset1{tab}lenl
headword2{tab}offset2{tab}len2

Whereas, the definition file with a format as follows:
@headword

+ Part of speech (noun, verb,...)

* Definition 1
* Definition 2
+ Part of speech
* Definition 3

In relation to corpora, we propose a common structure that
representing the unified corpus includes several XML files in
which each file has a common format with two parts: The first
part is file header containing information types, languages,
modified dates... The second part is file body containing
information  related to  document type: <doc>,
<dialogue>,...Each document includes descriptions of
hierarchic structure such as chapter, page, section.. and
description of segments such as <seg>, <TP>, <segment>,
...In which, description of segment contains information such
as: source, pre-translation, context, correction, sounds, scores,
UNL,...

This common structure and format enables the system to
convert existing data resources in terms of corpora and
dictionaries into the unified one without losing data.

Concerning the implementation of solutions for unifying
corpora with common language pairs, we implemented the
algorithms Edit distance, BLEU and NIST for matching and
calculating the similarity between two text units in NLP data
resources.

The Edit distance algorithm calculates the difference in
character and word levels between two sentences from two
corpora, whereas BLEU and NIST calculate the difference
based on n-gram precision of various lengths. Based on
calculating values, the program is able to unify data of the
input data resources to create the unified one. The following is
the Edit distance algorithm comparing and matching data
between NLP data resources:

Input: s =char[1.. m], t=char [1..n]
Output: D[m, n]

1: fori €[0..m] do

2: DIi, 0] €i;

3:end for

4:forj € [0..n] do

5: DI0,j] €j;

6 : end for

7:fori € [1.m]do

8 :forje€[0..n] do

9 if s[i-1] =t[j-1]thenC < 0 ;
10: elseC< 1;

11: endif

12 : D[i, j] € minimum(

D[i-1, j] + 1, /
suppression

D[i, j-11 + 1, /I
insertion

D[i-1, j-1] + C /
substitution

13 : end for
14 : end for
15 : return D[m, n]

However, the drawback of these algorithms is that they can
only compare the similarity between two sentences at
character and word levels. Whereas, two sentences from two
corpora might be not similar in terms of characters but they
have the similar meaning. Therefore, we’re taking into
account matching data units in the same language of two
corpora also in terms of semantic aspect. However, this
problem is very challenging, because to do this we must first
annotate every concept of the corpora.

In relation to the solutions of unifying corpora with different
language pairs, we also apply the algorithms Edit distance,
BLEU and NIST to identify alignments of data units in the
middle language of two corpora, and then align data units in
the remaining languages.
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Source MT results Distance BLEU NIST Reference achille georges herve
Cancel 9 A iTrace
That fried fish, one sausage with ~ Cela a frit du poisson, une saucisse  Dc=25Dw=8 0.39 277  Ce poisson Cela frit, a frit du poisson. une saucisse vk sk sk 4
green peas, please avec les pois verts, s'll vous plait D=114 avec les des peis petits vers- pois. s'll vous plait * x *
T-bone steak and sauerkraut and  Steak avec un os en T et choucroute Dc=33,Dw=110.33 245  Du bifteck Steak 3 avec [os unetes de anla T et sk sk soee [
fried potatoes, please et a frit des pommes de terre, s'll vous D=15.4 choucroute et a fit des pommes de tewe- terre frites, sl * * *
plait vous plait
Roast chicken and two slices of  Poulet du réti et deux tranches de ~ Dc=8,0w=2 0.81 408  DuPoulet du réti et deux tranches de jambon surce %k wax xHAK
ham on this side and spinach, jambon sur ce coté et épinards, 81l D=3.2 coté et des épinards, s'il vous plait x x *x
please vous plait
Id like breakfast, please Jaimerais petit déjeuner, s'il vous plat. Dc=3,0w=1 0.77 299 Jaimerais un Faimerais petit déjeuner, sl vous plait.  mewrx s et
D=14 ok o *x
Coffee, please Café, s'il vous plait Dc=0Dw=0 1.0 258  Café, s'il vous plait AR kR ook
D=0.0 kK *x *k E|
I'd like coffee with milk, please Jaimerais du café avec lait, silvous Dc=3Dw=1 0.71 334 Jaimerais du café avec du lait, s'il vous plait TRk ook Rk
plail D=14 ook o "k
Id like coffee with cream, please.  Jaimerais du café avec créme, s'il vousDc=6,0w=2 0.64 312 Jaimerais du café avec de la créme, s'il vous plait e ]
Figure 3: Calculation of the difference between two text units
Sentences Words
4.000.000 t 70.000.000
3.500.000 I\ §0.000.000
3.000.000 N /.\ 50.000.000 | A
2.500.000
40.000.000
oo — 18] ¢ 41 o % o % ~/] U /\ A A
0 IN AT AVA AN )y 30.000.000 A A
1.500.000 | RERYARVAWAYA I\ 20.000.000 / Al \/ \/\ /\/\ /\
1000200 ppnel Y V VAV [
b ARERYR'AVYE 10.000.000 -~ -
500.000 4 — \*'\/\__
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e - e R - S I = I I c Ul EYSTCEEEESESS5D 9T THecpegmE™
C R CEYGTCEE e R ESS55 3500 gwmE- st Procislfs2af8galzo EECE
B05;of et sicdpiagsaEiis AT - L R RS S
u ER £ o we oo @ T 5 o ]
@ i = oo = g o =

Figure 4: The large NLP data resources with the common format and structure created.

In case two corpora without any common language, we can
apply existing alignment algorithms and tools such as GIZA+,
GMA, A.Berger, Vanilla, Uplug, and Hunalign [[15]] with the
corresponding language pairs.

EXPERIMENT RESULTS

We experimented our system by the NLP data resources that
we have already studied and analyzed as presented in the
previous sections (EuroParl, BTEC, OPUS, JRC-AQUIS,
ERIM, EOLSS, DATIC, VDict..). The system has operated
very efficiently and accurately with many useful functions for
the enhancement and unification of NLP data resources. The
system has created a very large NLP data resource in 28
languages with the common format and structure, showed as
the following figure.

The large and homogeneous NLP data resource which the
system created is very valuable and important to develop good
statistical and neural MT systems.

Moreover, apart from the enhancement, unification and
conversion of NLP data resources, this system also enables
the management, evaluation, translation, segmentation and
alignment of corpora.

CONCLUSIONS

NLP data resources play an important role in the development
and improvement for NLP systems and tools, especially
statistical or neural machine translation systems. A NLP data
resource is good if it satisfies two aspects: quality and volume.
Therefore, in addition to proposing solutions for the
enhancement of quality of NLP data resources, proposing
solutions for the creation of large NLP data resources is very
important to contribute to the improvement of quality and
performance of NLP systems.

In this paper, we have proposed solutions and algorithms
regarding enhancement, unification and conversion of NLP
data resources. Based on the proposed solutions and
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algorithms, we implemented a system for exploiting existing
NLP data resources to create a homogenous and large data
resource serving for developing and improving the quality of
NLP tools and translators, especially Vietnamese-related. The
proposed system has been successfully implemented with
many useful functions not just for the enhancement,
unification and conversion of NLP data resources, but also for
the management, evaluation, translation, segmentation,
alignment of corpora.

The system has been experimented by several NLP data
resources which have been well studied and analyzed in terms
of formats and structures such as EuroParl, BTEC, OPUS,
JRC-AQUIS, ERIM, EOLSS, DATIC, VDict...to generate a
homogeneous and large data resource in 28 languages. It is
very valuable for the development of NLP processing
tools/systems, especially statistical and neural MT systems.

In our perspective, we will continue experiment the proposed
system with other existing corpora and dictionaries for the
objective to create a very large NLP data resource with
numerous of language pairs to be able to build a good
Vietnamese-related machine translation system with neural
approach.
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