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Abstract

Short-term electric load forecasting (STLF) plays the main role in making operational decisions in any electrical power system. The implementation of forecasting algorithms collides with the high computational power needed to perform the complex prediction processes on large datasets. In this paper, a cloud-based STLF algorithm is implemented. The performance analysis of the proposed system was compared against the implementation of the same algorithm on a local machine and against many other forecasting algorithms. The results show that the cloud-based implementation enhances the algorithm execution time.
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INTRODUCTION

Electric load forecasting has always been a vital part of an efficient power system planning and operation with the introduction of deregulation into power industry. The fundamental objective of the electric power industry is to maximize the efficiency of electricity generation and consumption and reduce energy prices [1].

Short-term electric load forecasting (STLF) is imperative for making operational decisions in electric power systems, such as unit commitment, reducing spinning reserve, economic dispatch, reliability, analysis, and maintenance scheduling [2]. STLF deals with load forecasting from one hour up to a few days. Recently, accurate STLF has gained more importance and greater challenges in deregulation of electricity markets.

STLF is still a challenge because of its high complexity. A number of models were proposed during the past few decades. These can be classified as either traditional or machine learning-based techniques. The former include time series predictors such as autoregressive moving average exogenous variable (ARMAX) model[3]. These methods are based on a linear regression model and cannot always represent the nonlinear characteristics of complex loads[4]. Different machine learning techniques were used for STLF, such as artificial neural networks (ANNs) [5], radial basis function (RBF) [6], fuzzy-neural models [7] and support vector regression[8].

The forecasting process depends on analyzing the historical data of electricity demands in a particular country or region, and many other factors can be considered such as weather forecasting and commercial plans. Therefore, the entire data history is needed to train the prediction model, but such an approach has the disadvantage that if new information is taken into consideration then all the parameters of the model may need to be retrained, and also a long parameter re-estimation stage is required. In addition, this huge amount of data and the expected complex forecasting process lead to the need for massive computational power. The researchers tried to find approximation methods to minimize this amount of data and to minimize the needed computational power. They try to exclude some factors, to apply sampling techniques and so on. Many approaches solved these drawbacks. One of them employed the local predictors as in[9][10]. In this work, we will benefit from Cloud Computing (CC), the new revolution in the field of computing systems.

Economic constraints play the main role in any applied research. The appearing of CC paradigm solves many economic issues that face researchers and developers. Before CC, the supercomputer was the only appropriate choice to get a huge computational power which was a very expensive choice. There are many computing systems such as disturbed systems, grid computing, internet computing, quantum computing…etc., but CC is the most applicable commercial system. CC works according to three service models: Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). Nowadays, many leading companies provide CC services to public, and they attract a huge number of clients. The most important CC services providers list includes Microsoft Azure[11], Amazon Web Service (AWS)[12] and Google App Engine[13].

The rest of this paper is organized as follow: Section 0, the problem definition and proposed solution are explained. In Section 0, the design of experiments is presented. Experiments results and discussion about them is introduced in section 0. Finally, the paper is concluded in section 0.
SHORT TERM LOAD FORECASTING BASED ON SUPPORT VECTOR REGRESSION

Nowadays, there is no electric utility that can operate in an economical, secure and reliable mode without STLF. Forecasting tools with higher accuracy are essential to get lower operating costs. Overprediction of STLF wastes resources since more reserves are available than needed and, in turn, increases the operating cost. On the other hand, underprediction of STLF leads to a failure to provide the necessary reserves which also increases the operating cost [15].

In general, the electrical load is composed of different consumption units. Various factors affect the changes of this electrical load. These factors can be classified as weather, calendar, economical, and random factors.

STLF can be considered as a multivariable prediction problem. It can be solved as a function of regression problem. The next day load is the output of regression model, while the historical load data and its influencing factors are the input data of regression model. History database supplies the training data. The final goal of this regression problem is to find a mapping function from historical load data and its influencing factors to the forecasted load with good generalization ability. The historical load data is divided into two different data sets. The first one is the training data set which is used to train the regression model, while the other one is the testing data set which is used to evaluate the trained regression model [16].

Support vector regression (SVR) [17] which proposed based on statistical learning theory (SLT), has been investigated as a promising approach to power load forecasting [19]. Its advantages mainly come from the employing of structural risk minimization principle as an alternative of empirical risk minimization principle. Consequently, it can obtain an optimal global solution by solving a quadratic problem.

There are two main features in the execution of SVR. They are quadratic programming and kernel functions. A quadratic programming problem will be solved with linear constraints to get the SVR’s parameters. The flexibility of kernel functions lets the technique to search a broad range of the solution space [18]. The primary objective of SVR is to map the data x into a high dimensional feature space via a nonlinear mapping, and perform a linear regression in that feature space as [17] [18]:

\[
f(x) = (w, x) + b
\]

Where, \((w, . )\) represents the dot product, \(w\) contains the coefficients that have to be estimated from the data and \(b\) is a real constant. Using Vapink's \(\varepsilon\)-insensitive loss function [18], the overall optimization is formulated as:

\[
\min_{w, b, \xi, \xi^*} \frac{1}{2} w^T w + C \sum_{i=1}^{N} (\xi_i + \xi_i^*)
\]

subject to \(y_i - (w^T \phi(x_i) + b) \leq \varepsilon + \xi_i\)

\(\xi_i, \xi_i^* \geq 0, \quad i = 1, ..., N\)

(2)

where \(x_i\) is mapped to higher dimensional space by the function \(\phi\). \(\varepsilon\) is a real constant, \(\xi_i\) and \(\xi_i^*\) are slack variables subject to \(\varepsilon\)-insensitive zone and the regularization parameter (C) determines the trade-off between the flatness of \(f\) and training errors.

Introducing Lagrange multipliers \(\alpha_i\) and \(\alpha_i^*\) with \(\alpha_i \alpha_i^* = 0\) and \(\alpha_i, \alpha_i^* = 0\) for \(i=1, ..., N\), and according to the Karush-Kuhn-Tucker optimality conditions [18], the SVR training procedure amounts to solving the convex quadratic problem:

\[
\min_{\alpha, \alpha^*} \frac{1}{2} \sum_{i,j=1}^{N} (\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*)K(x_i, x_j) + 
\]

\[\varepsilon \sum_{i=1}^{N} \alpha_i + \sum_{i=1}^{N} y_i (\alpha_i - \alpha_i^*) \]

subject to \(0 \leq \alpha_i, \alpha_i^* \leq C\)

\(\sum_{i=1}^{N} (\alpha_i - \alpha_i^*) = 0, i = 1, ..., N\)

(3)

The output is a unique global optimized result that has the form:

\[
\hat{y} = \hat{f}(x) = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) Q(x_i, x) + b
\]

(4)

Where, \(Q(x_i, x)\) is a kernel function. By employing kernels in SVR, all necessary computations can be calculated directly in the input space. Various kernels exist such as linear, hyperbolic tangent, Gaussian Radial basis function, polynomial, etc. [18]. Here, we used the commonly used RBF kernel as follows:

\[
Q(x_i, x) = e^{-\gamma \|x_i-x\|^2}
\]

(5)

The SVR’s parameters (\(C, \gamma, \varepsilon\)) play a vital role in the performance of SVR. So, choosing the proper values of these parameters leads to minimize the forecasting error as shown next in this paper. Kernelized SVRs require the computation of a distance function between each point in the dataset, which is the dominating cost of:

\[
O(n_{features} \times n_{observations})
\]

(6)

Solving the STLF problem based on SVR can be summarized in the following steps:

- **First step**: The historical data is loaded and divided into a training set and validation set.

- **Second step**: The parameters of SVR are determined accurately.
**Third step:** The SVR is trained using the defined parameters to get the support vectors and corresponding coefficients.

**Fourth step:** Then the forecasted load can be obtained using (4).

**EXPERIMENTS**

The main purpose of this research is to study the impact of applying cloud paradigm in the field of electrical load forecasting. The experiments are designed to test two points. The first point is the accuracy of implementing load forecasting techniques using Azure ML. The second and the most important point is to test the improvement in the execution time.

**Dataset**

The dataset is used to verify the applying of cloud-based tools is that provided by European Network on Intelligent Technologies for Smart Adaptive Systems (EUNITE) competition [20]. The organizers of the competition had provided the half hourly electricity load demand from January 1997 to December 1998, average daily temperature from 1995 to 1998, and holiday’s information from 1997 to 1999. The results of more than 25 competitors are available. The goal of the competition is to forecast the daily maximum load in January 1999. The real values of loads in January 1999 are available to compute the efficiency of the forecasting algorithm.

**Implementation**

The implementation of the designed experiments has two choices, local implementation, and cloud-based implementation. For the local implementation, a desktop computer is used, and the proposed algorithm is implemented using MATLAB. The desktop computer has the following specifications: Processor – Microsoft Windows 10, Intel Core i7 2.7GHz, RAM 8GB. For the cloud-based implementation, Azure ML is used.

**Performance Metrics**

In this research, two main performance metrics is considered. The first and the most important one is the execution time ($T_{\text{Execution}}$). The second one is the prediction accuracy. All the experiments will be evaluated the prediction accuracy using four metrics: mean absolute percentage error (MAPE), the magnitude of maximum error (MAX), mean-absolute error (MAE) and normalized mean-square error (NMSE). These values are defined by the following equations:

\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{A_i - P_i}{A_i} \right| \times 100
\]

\[
\Delta^2 = \frac{1}{N-1} \sum_{i=1}^{N} (A_i - \bar{A})^2
\]

\[
\text{MAX} = \max(|A_i - P_i|)
\]

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |A_i - P_i|
\]

\[
\text{NMSE} = \frac{1}{\Delta^2} \sum_{i=1}^{N} (A_i - P_i)^2
\]

where $A_i, P_i, \bar{A}$ and $N$ is the actual value, the predicted value, the mean of the actual values and the testing dataset size respectively.

**RESULTS AND DISCUSSION**

As stated before, there are a dataset was used in this research: EUNITE. For the used dataset, there were a number of experiments scenarios were examined to compare and evaluate the proposed cloud-based SVR algorithm for STLF against the other techniques and against local implementation using MATLAB and the personal PC.

**Table 1:** Experiments scenarios of EUNITE Dataset.

<table>
<thead>
<tr>
<th>Experiment code</th>
<th>Dataset</th>
<th>Training set criteria</th>
<th>size</th>
<th>Testing set criteria</th>
<th>size</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUNITE1</td>
<td>EUNITE</td>
<td>Daily Load only</td>
<td>723</td>
<td>January 1999</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>All months in 1997 and 1998.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EUNITE2</td>
<td>EUNITE</td>
<td>Daily Load + Temp</td>
<td>723</td>
<td>January 1999</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>All months in 1997 and 1998.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EUNITE3</td>
<td>EUNITE</td>
<td>Daily Load only</td>
<td>357</td>
<td>January 1999</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Winter months (10, 11, 12, 1, 2, 3) in 1997 and 1998.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EUNITE4</td>
<td>EUNITE</td>
<td>Daily Load + Temp.</td>
<td>357</td>
<td>January 1999</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Winter months (10, 11,12,1.2,3) in 1997 and 1998.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Four different experiment scenarios were implemented. The target of all of these scenarios was to train the machine learning model using the training set and to use this trained model to predict the maximum daily load expected in 31 days in January 1999. The difference among the proposed experiments scenarios was the criteria of choosing the training set. Table 1 summarizes the metadata of the proposed experiments scenarios.

**Table 1:** Metadata of the proposed experiments scenarios.

<table>
<thead>
<tr>
<th>Experiment code</th>
<th>Model</th>
<th>Architecture</th>
<th>Training data</th>
<th>Execution time (Secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUNITE1</td>
<td>RNN</td>
<td>LSTM</td>
<td>723 * 4 * 2</td>
<td>677</td>
</tr>
<tr>
<td>EUNITE2</td>
<td>RNN</td>
<td>LSTM</td>
<td>723 * 4 * 2</td>
<td>725</td>
</tr>
<tr>
<td>EUNITE3</td>
<td>RNN</td>
<td>LSTM</td>
<td>723 * 4 * 2</td>
<td>101</td>
</tr>
<tr>
<td>EUNITE4</td>
<td>RNN</td>
<td>LSTM</td>
<td>723 * 4 * 2</td>
<td>120</td>
</tr>
</tbody>
</table>

Table 2, Figure 1 and Figure 2 show the results of executing the EUNITE experiments for STLF. The results show that the execution time in the case of using the cloud was much less than using the local machine. This is observed easily in case of experiment “EUNITE2” because of the relatively big number of training data (723 * 4 (dimension of the time series) * 2 (load +temp) = 5784 value) refer to equation (6). In EUNITE2, the improvement in time execution was more than 10 times in the cloud case vs. the local machine case. It is worth to state that the second run of the experiments on the cloud using Azure ML studio was faster than the first run, for example, in EUNITE2 the execution time equals 9 seconds instead of 72 seconds. In addition, the results show that the best prediction accuracy was achieved in the case of “EUNITE4” where MAPE=2.04%. Figure 3 shows the values of MAPE and MAX for competitors in EUNITE competition compared to the result of “EUNITE4” experiment. As shown, this is the second best result when compared to the EUNITE competition results.
Figure 2: Predicted daily electrical load vs. the actual reads of Jan. 1999 for EUNITE experiments.

Figure 3: Results of this work compared to results of the 2001 EUNITE competition indicating MAPE and MAX metrics [20].
CONCLUSION

In this paper, A cloud base implementation for STLF using SVR is presented. The time of execution and the prediction accuracy are the performance measures. The forecasting algorithm introduced in [9] is implemented locally and on the cloud.

For the used dataset, the prediction accuracy for the two approaches was identical. But, the enhancement in the execution time is remarkable in the case of cloud implementation. Traditionally, SVR is not recommended for using with the large datasets because of its high computational cost as shown in equation (6). So, this was a good exercise for the cloud implementation.
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