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Abstract 

Underwater acoustic communication module based on 

Orthogonal Frequency Division Multiplexing (OFDM) uses 

rate ½ convolutional encoders and Turbo decoders for error 

control coding. Turbo decoders are designed with two Viterbi 

decoders that operate in sequence to improve Log Likelihood 

Ratio (LLR). The computation complexity of Viterbi decoders 

limits their use for high speed decoding as the decoders are 

iterative. In this paper, adaptive Viterbi decoder is designed 

that is based on novel message decoding logic, branch metric 

unit and survivor path metric unit. The computation 

complexity is reduced by replacing the arithmetic and logic 

unit with Look Up Table (LUT) thus increasing the access 

time. The adaptive decoder architecture eliminates the 

iteration process by predicting the state as well as the data and 

hence is faster in decoding message. The design is modeled 

and implemented on Virtex-5 FPGA and is estimated to 

operate at a frequency of 178 MHz consuming 1W of power 

and less than 10% of the LUT space.  

Keywords: Underwater communication, Turbo Codes, 

OFDM, Viterbi Decoder, FPGA, High Speed. 

 

INTRODUCTION 

Increasing throughput in ocean propagation in highly 

reverberant channel is one of the major challenges being 

addressed by researchers in underwater acoustic 

communication & networking. The strong absorption of 

acoustic waves by water, multi-path fading, rapid time shifts 

and slow signal propagation causing Doppler effects limits 

communication bandwidth [1]. Orthogonal Frequency 

Division Multiplexing (OFDM) technology is advantages in 

terms of complexity and high data rate for Underwater 

Acoustic Communication (UAC) as compared with code 

division multiple access techniques [2]-[4]. Shallow 

underwater channels are modeled as Rayleigh stochastic 

processes based on ray theory multi-path model [5]. The 

Center for Maritime Research and Experimentation (CMRE) 

is in the process of promoting JANUS standards for 

modulation and coding in digital underwater communications. 

The recommendations JANUS standards are use of stronger 

error coding technique such as convolutional codes to 

overcome channel errors [6]. Forward error correction codes 

such as Turbo and Low-Density Parity Check (LDPC) are 

used for channel encoding. The bit errors in underwater 

channel are random due to ICI, ambient noise and impulsive 

noise. Turbo coding is preferred due to its flexibility in setting 

code rate by puncturing operation and reduced complexity as 

there is no need for matrix inversion operation as in LDPC 

[7]. Turbo decoding is carried out using soft-demapping of 

information by computing Log Likelihood Ratio (LLR). The 

coding gain in Turbo decoder is achieved by use of Viterbi 

Decoder (VD) algorithm [8]. In [9], Turbo encoder and 

decoder is used for underwater acoustic communication 

channel with fractional cosine transform. In [10] Turbo 

encoder and decoder is used for underwater acoustic channel 

with 8 PSK and 16 QAM. The Turbo decoder comprises of 

two channel decoders based on Viterbi decoding algorithm to 

compute LLR. Most of the literature report on modelling and 

analysis of underwater communications in software 

environment. One of the important recommendations of 

JANUS standards is to deploy the algorithms on existing 

platforms such as DSP or FPGA hardware. 

Viterbi decoder which is an integral part of Turbo decoder 

needs to be implemented with reduced computation 

complexity. In order to reduce computation complexity and 

reduce decoding time adaptive Viterbi algorithm was 

developed by Chan and Haccoun [11], to reduce the number 

of computations in decoding message from received 

information with comparable Bit Error Rates (BER).  In [12] 

dynamically reconfigurable adaptive Viterbi decoder was 

proposed and implemented on Xilinx FPGA, with dynamic 

reconfiguration rate of 130 Kbps and 100% LUT utilization. 

In [13] low-power Viterbi decoder design based on scarce 

state transition (SST) is presented that operates at 100MHz 
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clock with data rate of 160 Mb/s, consuming power less than 

198 mW, occupying chip area of 3.7 mm2 using 0.18 micron 

CMOS technology. In [14] the VD with the 2-step pre-

computation architecture and one with the conventional T-

algorithm are modeled that operates at 447 MHz, with chip 

area of 0.58 mm2 and power consumption of 20mW. In [15] 

Viterbi decoder with constraint length of 7, code rate of 1/2 is 

implemented on Virtex-II FPGA that operates at 80Mbps, 

occupying 10% of chip area and reducing power dissipation 

by 5%. The VDA uses trace back method for decoding and 

hence requires more time for decoding, the decoder is tested 

for error bits introduced every 10th bit. In this work, modified 

adaptive Viterbi decoder architecture is proposed that is based 

on parallel decoding architecture with direct decoding 

algorithm with novel architecture for branch metric 

computation, path metric computation and add-compare-select 

unit. 

 

VITERBI DECODER ALGORITHM 

Input data encoded using convolutional encoder creates code 

symbols of n from k input symbols, thus defining the code rate 

as k/n. Convolutional encoder with rate k/n has a constraint 

length K. Transitions between states with time is described as 

Trellis diagram which is used to compute the output and the 

next states for a given input. In the trellis diagram S denotes 

the states and C denotes the encoded outputs, as the state 

transition occur from present sate t-1 to next state t. The index 

for stat transitions are valid for every j, 0≤j≤2K-1-1. Constraint 

length K (that indicates the number of times the input bit 

influences in producing output bits) decides the number of 

states N in trellis diagram (N=2K-1). The encoded data with 

noise is decoded with Viterbi algorithm which is based on 

Maximum Likelihood path through the trellis that has the 

largest log-likelihood function by Andre et al [16] as in 

Eq.(1), (Cm is encoder output for a given path m and Y is the 

received signal). 

                 (1) 

The block diagram of Viterbi decoder is as shown in Figure 1, 

it consists of Branch Metric Unit (BMU), Add-Compare-

Select Unit (ACSU) and Survivor Memory Unit (SMU). The 

BMU computes Euclidean distance between the received 

sequence (Y1 and Y2) and probable codewords associated 

with a branch (C1 and C2), for rate R=1/2, the BM can be 

represented as in Eq. (2) 

       

          (2) 

 

 

Figure 1: Block diagram of Viterbi decoder  

 

Accumulation of BM along a path is termed as Path Metric 

(PM), state metric is the optimal paths of state S from the 

initial time to current time tN. At every state there would be 

two competing paths, the decoder selects the path with 

minimum PM. The ACSU operation that performs the 

selection with path metric update is as in Eq. (3),  

           (3) 

 

The selection of minimum path [7] is accomplished by the 

decisions  and  as in Eq. (4) 

 (4)

  

The decoding algorithm performs computation of PM for a 

series of time steps termed as truncation length (TL), which is 

also known as the minimum distance path that is computed by 

identifying the most-likely transmitted symbol sequence. In 

[17] the truncation length is given by Eq. (5), where R is the 

coding rate, C is the channel capacity and K is the constraint 

length, the maximum truncation length is 64. 

           (5) 

One of the major limitations in Viterbi decoder is the 

implementation complexities as the decoder need to retain 

2K-1 trellis states for every symbol received. For larger 

constraints length the memory requirement grows 

exponentially as the number of paths stored at every stage 

increases thus adding to computation complexity. Instead of 

retaining all 2K-1 paths, the computation complexity and 

memory requirement can be reduced by retaining only the 

paths that satisfy important criteria that are predetermined. In 

AVD, there are three parameters that decide the number of 

paths to be retained is based on T, dm and Nmax. T is the 
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threshold (identified by the designer), dm is the Hamming 

distance of the survivor paths at level (l-1) and Nmax is the 

total number of survivor paths that is selected by the designer. 

As the decoding algorithm moves from level (l-1) to level l, 

the hamming distance that are equal to or less than (T + dm) 

are retained. Further the number of survivor paths is retained 

if they do not exceed Nmax. A path at every stage of decoding 

is retained by using the hamming distance at the previous 

level instead of the minimum hamming distance at the current 

level. Figure 2 shows the trellis diagram for ADA for states 

from time t0 to t11. 

In AVD, the path metric error and the number of paths Nmax 

are used to reduce the number of surviving paths that can 

progress to next state in the trellis. For example at time t4, dm 

is computed to be 0, and hence dm+T is 1, the number of 

states reaching t4 are 4. As the threshold is at 1, the paths 1, 2 

and 3 are discarded with path metric error (2), (3) and (2) 

respectively retaining the 4th path with path metric (1) 

reaching the state S3. At every stage of decoding the surviving 

path with minimum length is retained and stored in memory.  

 

 

 

 

Figure 2: Adaptive Viterbi algorithm (trellis states t0 – t11) 

 

Dynamically Adaptive Viterbi decoder architecture 

In the proposed architecture for dynamically adaptive Viterbi 

decoder architecture, the threshold level dynamically changes 

its value according to Eq. (6). If the truncation length is tN, 

consisting of N-1 trellis states, requiring N-1 time slots for 

decoding, the threshold values are set as in Eq. (6), 

         (6) 

 

Where i is integer (i = 7 is selected in this work), the selection  

of i depends on number of input bits being encoded, 

convolutional encoder and truncation length. The threshold T 

is 2 for time units 1 to 6, and from time unit 7 onwards the 

threshold is set to 3. At every trellis state, the Path Metric 

(PM) and the Survivor State (SS) are computed from the ACS 

unit, the path metric from every state is fed back into the PMU 

FIFO register for next iteration. From the survivor states and 

the path metric the path with minimum error is retained. At 

time unit 6, in the PM is 2, 3(-), 4(-), 3(-) for S0, S1, S2 and 

S3 states respectively. The PM ‘-‘ indicates that the path does 

not exist or is terminated as per the adaptive Viterbi 

algorithm. 

Figure 3 shows the adaptive Viterbi decoder architecture for 

trellis state S0. At time tn, C1 and C2 are the expected outputs 

at state S0 (00, 01 respectively), these are XOR with received 

code word (R) to compute the branch metric. The branch 

metric is added with the path metric corresponding to the two 

paths reaching S0.The compare unit selects the paths with 

lowest path metric.The selected path metric is stored in the 

path metric FIFO, also the selected path (either S0 or S1) is 

selected based on the comparator output and corresponding 

input which is 0 is stored in the decoded message FIFO. The 

path metric is fed back into the ACS unit for computation of 

next state path metrics and the decoded message for new set 

of received code word.  

 

 

Figure 3: Adaptive Viterbi Decoder Architecture 
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Table 1: Decoded message from PMs and proposed logic  

Time(t)/ States(S) 1 2 3 4 5 6 7 8 9 10 11 

S0   0   0 0    0 

S1  0   0     0  

S2 1  1     1    

S3    1 1  1  1  -  

 

The adaptive algorithm presented in this paper is straight 

forward in computing the outputs from the PMs computed at 

every state, hence does not required additional memory and 

trace back logic for decoding message. Table 1 shows the 

decoded message from PMs computed based on the logic 

proposed. 

 

Subsystems design for AVD architecture 

BMU and ACSU operations that form the critical subsystems 

are designed using only memory based approach. At every 

state the expected output code is known and is presented in 

Table 1, with new inputs received from the channel, it is 

required to compute branch metric. In [18], BM unit consists 

of adders and registers, in these work adders are eliminated 

based on memory mapping logic. Received code word which 

is of two bits is of four possible combinations and the BM 

computation at every node is computed based on the logic 

discussed in Table 2.  

Table 2: Possible branch metric output at node 0 (State S0) 

Received 

code word 

Expected output at node 0 

(S0) 

Branch 

metric 

00 00 00 

01 00 01 

10 00 01 

11 00 10 

Received 

code word 

Expected output at node 0 

(S1) 

Hamming 

distance 

00 01 01 

01 01 00 

10 01 10 

11 01 01 

 

Figure 4 shows the proposed branch metric unit architecture 

that consists of input registers that store the expected outputs 

C at each node that are concatenated to form four bit address 

with the arrival of received code word (r). The memory unit of 

that stores the precomputed BM is read into the ACS unit 

according to the memory address. 

The adder unit and the compare unit in the ACSU are replaced 

with LUT logic. The adder unit receives the output from BM 

unit and the PM unit that are added to compute new PM. BM 

unit has three possible outputs the PM unit in adaptive Viterbi 

decoder has four possible PMs {0, 1, 2, 3}.  The BM output (2 

bits {0, 1, 2}) and the PM outputs (maximum 3 bits {0, 1, 2, 

3}) are concatenated to form a five bit address to the memory. 

The precomputed adder results stored are read out into the 

comparator unit. The comparator unit is also realized using 

LUT approach. The outputs of two adder units can have the 

possible values of {0, 1, 2, 3, 4, 5} hence considering all 

possible comparisons there are 34 locations for the example 

considered, the outputs of PM unit each are of 3 bits are 

concatenated to from a six bit address to the comparator 

memory. The comparator memory is stored with 0 and 1, 

indicating whether the PM0 or PM1 is greater or less. If PMs 

are equal then priority is given to PM0 and the output stored 

in the corresponding location is 0. Figure 5 shows the select 

unit and the PM storage unit that selects the path metric with 

minimum distance and is stored in the FIFO. The path metric 

unit is fed back into the adder unit for next stage computation. 

The path metric unit from node 0 to node 3 at every stage of 

trellis is read into a message decoder unit.  

 

 

Figure 4: Proposed BMU and Adder Unit 

 

 

Figure 5: Select unit with PM FIFO 
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Figure 6 shows the path metric selection unit with Message 

Decoding Unit (MDU) for adaptive Viterbi decoder. The 

comparator selects the minimum path metric and 

corresponding message is decoded and stored in the message 

decoder FIFO. 

 

Figure 6: Message decoder algorithm for adaptive Viterbi 

decoder 

 

Novel message decoding architecture for AVD 

In order to improvise the performance in terms of hardware 

resources, novel architecture for message decoding is 

discussed. The adaptive architecture presented in the previous 

section is modified to improve the decoding speed. In [19] a 

novel architecture for Add-Compare-Select (ACS) unit is 

proposed for adaptive Viterbi decoder implemented using 

180nm CMOS technology that reduces storage space, power 

dissipation and delay. The power dissipation and delay can be 

further reduced with design of Branch Metric Unit (BMU) and 

Survivor Memory Unit (SMU). In [15] Viterbi decoder with 

constraint length of 7, code rate of 1/2 is implemented on 

Virtex-II FPGA that operates at 80Mbps, occupying 10% of 

chip area and reducing power dissipation by 5%. The VDA 

uses trace back method for decoding and hence requires more 

time for decoding, the decoder is tested for error bits 

introduced every 10th bit. In [20] Register Exchange (RE) 

method is adopted for Viterbi decoder with reduced memory 

storage with power reduction of 23%, BER of 10-5 and SNR 

of 6.3dB. The decoder complexity increases with increase in 

constraint length, use of adaptive Viterbi decoder could 

reduce computation complexity. A modified trace back 

method for Viterbi decoder is implemented on Virtex-II 

FPGA operating at 6 Mbps and occupying 500 slices. The part 

parallel architecture is suitable for medium speed and delay 

applications such as satellite communications. Systolic array 

architecture with pipelining is used to realize Viterbi decoder 

that reduces dynamic power by 43% with increased hardware 

resources [21]. The decoder algorithm uses trace back method 

for decoding and hence occupies more decoding time, which 

can be reduced using RE method. Dynamically reconfigurable 

systolic array based trace back method Viterbi decoder is 

implemented in [18] on NEC electronics processor. The 

reconfigurability is achieved for five different decoders 

dynamically, for constraint length 3 to 7 is suitable for mobile 

communication, for Underwater communication more generic 

architecture is required. 

In this paper, a novel architecture for BMU, ACSU and 

Message decoder unit is proposed and implemented on FPGA 

utilizing the hardware resources effectively and is suitable for 

high data rate applications. Message decoding is either based 

on register exchange method and trace back method based on 

the data in the survivor path memory.For the first time direct 

method for message decoding based on the survivor paths and 

path metrics is proposed. The path metrics of four nodes the 

path metric with minimum error is retained, in order to 

compare the path metric of four nodes a comparator is used as 

shown in Figure 6. A novel architecture for comparator is 

designed in this paper. The path metrics for the first stage 

(first six clock units) as discussed does not exceed a value 

more than 4, similarly for the second stage (from clock unit 

seven to clock unit 13) path metric would not exceed more 

than 6, hence the path metric at every node will be represented 

by a three bit number PM = {PM0
0, PM0

1, PM0
2}. The novel 

architecture consists of a equality operator that compares the 

PM of four nodes with known possible path metrics of {1, 2, 

3, 4, 5, 6} as shown in Figure 7 consisting of six parallel 

processing units with each unit consisting of four equality 

check unit and one four input OR gate. The output of OR gate 

is for the first three configurations are represented as in Eq. 

(7), 

 

 

             (7) 

Output of OR gate (E1) is ‘1’ if the PM at one of the four 

nodes is 1, E2 is ‘1’ if the PM at one of four nodes is 2, 

similarly if one of the four PMs is 6, E6 is ‘1’. The output E1 

to E6 are priority encoded with highest priority set to E1, 

indicating that the lowest path metric out of four PMs is 1. 

The Minimum Path Metric Compute unit (MPMC) shown in 

Figure 7 generates Priority Encoder PE output (6-bit) along 

with four bit equality check output (from six nodes). To 

decode the message output the six bit PE output and four bit 

equality check output are processed in the Message Decoder 

Unit (MDU) as shown in Figure 8. The PE signal selects the 

one of the four bit outputs from equality check unit out of six 

such inputs. The four equality check signals are used as 

selected lines to choose between one of the nodes {S0, S1, S2, 

S3}. As discussed in the previous section the output is ‘0’if 

the nodes are S0 and S1, else ‘1’ if nodes are S2 and S3. The 

decoded message is stored in the message storage unit 
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Figure 7: Minimum path metric compute unit 

 

 

Figure 8: Message decoder unit 

 

RESULTS AND DISCUSSION  

The proposed AVD architecture with message decoding 

which forms the core is implemented on FPGA to evaluate its 

performance. The functionally correct HDL model for the 

AVD architecture is synthesized using Xilinx ISE targeting 

Virtex-5 FPGA. The RTL code is synthesized using Xilinx 

ISE targeting Virtex-5 FPGA with 110 million gate capacity. 

The architecture consists of 69120 slices and LUTs, 1014 

number of Input Output Blocks (IOBs) and DSP block sets. 

As Viterbi decoder is one of the sub systems in underwater 

communication system, for System on Chip (SoC) design, 

Viterbi decoder should occupy minimum number of resources 

on FPGA providing space for all other modules. The design 

constraints are set to default settings and the synthesis is 

carried out. RTL code for AVD architecture (reported in 

literature) is developed and synthesized for comparison. 

Physical design is also carried out to perform placement and 

routing. The results obtained are based on default constraints 

set in Xilinx ISE tool, to improve the operating frequency 

further and optimize area resources advanced constraints are 

applied.  

The optimization goal is set to speed compared instead of 

area, optimization effort is set to high instead of normal and 

power optimization is also given priority. In order to ensure 

that the hierarchy in Viterbi decoding algorithm is not 

flattened (this helps in dynamic reconfiguration).  As there are 

large number of LUT-FF pairs (1014), synthesis constraint is 

set to utilize these pairs instead of DSP block sets. Virtex-5 

architecture has CLBs that is made up of 6-input LUTs and 

hence it is appropriate to use LUTs rather than DSP block 

sets. The synthesis tool by default prefers DSP blocks for 

arithmetic operations and memory blocks for storage that are 

additional resources outside the CLBs. For proper utilization 

of CLB resources, it is required to specify the constraint, and 

in this work the LUT-FF utilization ratio is set to 100%, DSP 

utilization ratio is set to 30% and Block RAM utilization ratio 

is set to 50%. The case statements used in Verilog model are 

set be realized using fully parallel architecture instead of 

default scheme. Performances of the proposed architecture are 

compared with references and are tabulated in Table 3. From 

the comparisons, the proposed architecture has higher data 

rate and also consumes less memory and hence is suitable for 

underwater acoustic communications that requires high data 

rate. Power dissipation in the proposed design is due to large 

number of resources that are unused that consumes leakage 

power. 

 

Table 3: Comparison of proposed AVD with reference work  

 

 

CONCLUSION  

In this paper modified adaptive Viterbi decoder architecture 

with message decoding logic and modified adaptive decoder 

architecture is presented. The proposed architecture is 
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designed and modeled using HDL and implemented using 

Virtex-5 FPGA. The proposed architecture is first of its kind 

for adaptive Viterbi decoding and has been design using 

optimum methods to improve decoding speed and minimum 

area. As the architecture is adaptive and has been 

implemented on FPGA platform they are reconfigurable. 

Dynamic reconfigurability can be achieved by designing the 

ACSU and SMU as compatible with MDU. 
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